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ABSTRACT
The performance of main-memory index structures is increasingly determined by the number of CPU cache misses incurred when traversing the index. When keys are stored indirectly, as is standard in main-memory databases, the cost of key retrieval in terms of cache misses can dominate the cost of an index traversal. Yet it is inefficient in both time and space to store even moderate sized keys directly in index nodes. In this paper, we investigate the performance of tree structures suitable for OLTP workloads in the face of expensive cache misses and non-trivial key sizes. We propose two index structures, pkT-trees and pkB-trees, which significantly reduce cache misses by storing partial-key information in the index. We show that a small, fixed amount of key information allows most cache misses to be avoided, allowing for a simple node structure and efficient implementation. Finally, we study the performance and cache behavior of partial-key trees by comparing them with other main-memory tree structures for a wide variety of key sizes and key value distributions.
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1. INTRODUCTION
Following recent dramatic reductions, random access memory (RAM) is competitive in price with the disk storage of a few years ago. With multi-gigabyte main memories easily affordable and expandable (on 64-bit architectures), applications with as much as 1 or 2 GB of data in main memory can be built with relatively inexpensive systems, and moderate growth in space requirements need not be a concern. For these reasons, and spurred by the stringent performance demands of advanced business, networking and internet applications, a number of main-memory database and main-memory database cache products have appeared in the market [2, 22, 29]. These products essentially fulfill the expectations of research on main-memory databases of the last fifteen years (see, for example, [9, 12, 15, 16]), by providing an approximate order-of-magnitude performance improvement for simple database applications, when compared to disk databases with data fully resident in main memory [2, 29].

Adapting main-memory database algorithms to become “cache-conscious,” that is, to perform well on multi-level main-memory storage hierarchies, has recently received attention in the database literature [5, 24, 25]. As mentioned out in these papers and in related work (see, for example, [6]), commonly used processors can now execute dozens of instructions in the time taken for a read from main memory (a “cache miss”). For instance, memory access time on a 450 MHz Sun ULTRA 60 is more than 50 times slower than the time to access data resident in the on-chip cache. Further, the disparity between processor speed and memory latency is only expected to grow since CPU speeds have been increasing at a much faster rate (60% per year) than memory speeds (10% per year) [6, 24]. Consequently, main-memory index structures should be designed to minimize cache misses during index traversal, while keeping CPU costs and space overhead low. Intuitively, cache-miss costs are minimized with small node sizes and high branching factors. For example, [6] found that optimal node sizes for their B-tree implementation was slightly larger than 1 cache block (so that the average number of keys present in a node would fill a cache block). Low CPU costs for index traversal are important since cache misses cost no more than a few-dozen instructions. In this setting, key comparison costs are an important component of CPU cost, especially for multi-part or variable-length keys. Additionally, space overhead is important since the cost of RAM is approximately $1/MB, or about 50 times as expensive as disk storage. As a result, the amount of main memory available to the index may be limited by cost factors, leading to constraints on index size. The space usage depends on the space used to represent keys in index nodes, the space used for pointers, and the average occupancy of nodes in the tree.

For main-memory OLTP environments which include a mix of read and update operations, the T-tree\(^1\) and the B\(^+\)-tree are two index structures which have been studied previously in the literature [17, 24]. All main-memory database products of which we are aware [2, 29], implement the T-tree index structure proposed by Lehman and Carey [17]. However, in [24], the authors found that due to the higher cost of cache misses on modern hardware, B\(^+\)-trees performed better in experiments conducted with integer keys. While the assumption of integer keys may be valid in an OLAP environment assuming suitable pre-processing, a general purpose database must handle complex keys – multiple parts, null values,

---

\(^1\)The T-tree is similar to a binary tree with multiple keys (instead of one) stored in each node.
variable-length fields, country-specific sort values, etc. Further, key size and key storage strategy directly affect the branching factor for B- or B⁺-trees. Since branching factors are small already for node sizes based on cache blocks, the height of the tree can vary substantially as key size changes. Thus an initial motivation for our research was the further examination of T-tree and B-tree performance in a main-memory OLTP environment, in order to consider a variety of key storage schemes and key sizes.

In [9, 17], the authors suggest avoiding the key size problem by replacing the key value in the index with a pointer to the data and reconstructing the key as needed during index traversal. This indirect key-storage approach has the advantage of optimizing storage by eliminating duplication of key values in the index, improving the branching factor of nodes and simplifying search by avoiding the complexity of storing long or variable-length keys in index nodes. However, this approach must be re-examined due to the additional cache misses caused by retrieval of indirect keys.

A second approach to dealing with large, complex keys is to use key compression to allow more keys to fit in cache blocks. The key-compression approach has the benefit that the entire key value can be constructed without accessing data records or dereferencing pointers. However, typical compression schemes such as employed in prefix B-trees [4] have the disadvantage that the compressed keys are variable-sized, leading to undesirable space management overheads in a small, main-memory index node. Further, depending on the distribution of key values, prefix-compressed keys may still be fairly long resulting in low branching factors and deeper trees.

In this paper, we propose the partial-key approach, which uses fixed-size parts of keys and information about key differences to minimize the number of cache misses and the cost of performing compares during a tree traversal, while keeping a simple node structure and incurring minimal space overhead. A key is represented in a partial-key tree by a pointer to the data record containing the key value for the key, and a partial key. For a given key in the index, which we refer to as the index key for the purposes of discussion, the partial key consists of (1) the offset of the first bit at which the index key differs from its base key, and (2) I bits of the index key value following that offset \(I\) is an input parameter. Intuitively, the base key for a given index key is the most recent key encountered during the search prior to comparing with the index key. The partial-key approach relies on being able to resolve most comparisons between the search key and an index key using the partial-key information for the index key. If the comparison cannot be resolved, the pointer to the data record is dereferenced to obtain the full index key value.

Using the idea of partial keys, we develop the pkT-tree and the pkB-tree, variants of the T-tree and B-tree, respectively. We describe search algorithms for these partial-key trees as well as strategies for maintaining the partial-key information in the presence of updates. Finally, we conduct an extensive performance study of the pkT-tree and pkB-tree structures, comparing them to standard T-trees and B-trees with both direct and indirect key storage schemes. In our experiments, we consider a wide range of parameter settings for key size and key value distribution (entropy). We also study the sensitivity of our partial-key algorithms to \(I\), the number of key value bits stored in the partial key. Our performance results, given in detail in Section 5.3, indicate that:

- Of the indexing schemes studied, partial-key trees minimize cache misses for all key sizes.
- Partial-key schemes have good space utilization, only slightly worse than T-trees with indirect key storage, and much better than direct key storage schemes.
- A small, fixed value for \(I\) (the amount of partial key information) avoids most indirect key accesses for a wide variety of key lengths and entropies.

In summary, partial-key trees incur few cache misses, impose minimal space overheads and reduce the cost of key comparisons without introducing variable-length structures into the node, thus enabling larger keys to be handled with much of the efficiency of smaller keys. Further, we expect the relative performance of partial-key trees to improve over time with the increasing cost of cache misses.

The remainder of the paper is organized as follows. In Section 2, we discuss related work. In Sections 3 and 4, we introduce partial-key comparisons and apply them to search in pkT- and pkB-trees. In Section 5, we present the results of our performance study. Finally, in Section 6, we present our conclusions and issues to be addressed in future work.

2. RELATED WORK

An early study of index structures for main-memory databases was undertaken in [17]. The authors proposed the T-tree index and, in order to optimize storage space, advocated storing pointers to data records instead of key values in the index. However, this design choice can result in a large number of cache misses since each pointer dereference to access the key value during a key comparison could potentially lead to a cache miss. Since at the time of this early work on main-memory databases, there was little difference between the cost of a cache-hit and that of a cache-miss, much attention was paid to minimizing cache block misses. While most work on cache-conscious data structures outside of the database community has focused on optimizing scientific workloads, cache-conscious behavior was studied in [6] for “pointer-based” structures including search trees. However, this work focused on actions which can be taken without programmer cooperation, rather than explicitly designed data structures.

More recently, Rao and Ross propose two new main-memory indexing techniques, Cache-Sensitive Search Trees (CSS-tree) [24] and Cache-Sensitive B⁺-Trees [25]. Designed for a read-intensive OLAP environment, the CSS-tree is essentially a very compact and space-efficient B⁺-tree. CSS-tree nodes are fully packed with keys and laid out contiguously, level by level, in main memory. Thus, children of a node can be easily located by performing simple arithmetic, and explicit pointers to child nodes are no longer needed. Further, in the absence of updates, key values can be mapped to integers such that the mapping preserves the ordering between key values. Thus, each key value in a CSS-tree is a compact integer, which is stored in the node itself, eliminating pointer dereferences. In summary, the CSS-tree incurs very little storage space overhead and exhibits extremely good cache behavior. The B⁺-tree adapts these ideas to an index structure which supports efficient update (for the CSS-tree, the authors recommend rebuilding from scratch after a batch of updates). This structure stores groups of sibling nodes adjacent in memory, reducing the number of pointers stored in the parent node without incurring additional cache misses. However, this work continues to assume integer keys. To this extent, the performance improvements of CSB⁺-trees or CSS-trees and partial-key trees are likely to be orthogonal, since the former focuses on reducing pointer overhead and improving space utilization while the latter focuses on reducing key-size and comparison cost.
Our partial-key techniques borrow from earlier work on key compression [4, 11]. However, there are differences, which we discuss below. Partial-key trees are most similar to Bit Trees that were introduced in [11]. Bit Trees extend B*-trees by storing partial keys instead of full key values for (only) those keys contained in leaf nodes. The partial key in a Bit Tree consists of only the offset of the difference bit relative to the previous key in the node. The authors describe several properties of searches using only the offset of difference bits, and in particular show the somewhat surprising result that the precise position of a search key in a leaf node can be determined by performing exactly one pointer dereference to retrieve an indirect key. Other than a focus on main-memory rather than disk, our partial-key trees differ from Bit Trees in the following respects: (1) partial keys are stored in both internal nodes and leaf nodes, (2) partial keys contain l bits of the key value following the difference bit in addition to the difference bit offset, and (3) searching for a key in a node in a partial-key tree requires at most one pointer to be dereferenced, and frequently requires no pointer dereferences, due to the l bits of additional information and our novel search algorithms.

Prefix B*-trees, proposed in [4], employ key compression to improve the storage space characteristics and the branching factor of B*-trees. Suppose p is the common prefix for keys in the subtree rooted at node N. For a key k = p · s in node N, the common prefix p can be computed during tree traversal and only the suffix s of the key value is stored in N. Further, when keys move out of a leaf node due to a split, only the separator, or the shortest portion of the key needed to distinguish values in the splitting nodes, is moved. Partial-key trees differ from prefix B*-trees in the following respects: (1) while prefix trees factor out the portion common to all keys in a node, partial-key trees factor out information in common between pairs of adjacent keys within the node, typically a longer prefix than is common to the whole node, (2) while in prefix B*-trees, the entire suffix of the separator is stored, in partial-key trees, only the first l bits of the suffix is stored – thus, partial-key trees may lose key value information while the prefix B*-tree does not, (3) in the prefix B*-tree no pointer dereferences are needed. In contrast, in a partial-key tree, pointer dereferences must be performed when the comparison cannot be resolved using the partial-key information, and (4) the partial keys stored in a prefix B*-tree are variable sized and this complicates implementation. Further, in some cases the separator may not even fit in a 64-byte cache line, causing index nodes to span multiple cache blocks and reducing the branching factor. Thus partial key trees trade off the guarantee of no indirect key references of partial-key trees for a low probability of indirect key dereferences, in exchange for simple node structures and more strongly bounded tree heights. This is reasonable since the cost of a cache-miss is orders of magnitude lower than the cost of a random disk access.

Ronstrom in his thesis [28] describes the HTTP-tree, a variation of prefix B* trees in which further compression is performed within a node by storing keys relative to the previous key, factoring out common suffixes, etc. Nodes are also clustered on pages to facilitate distribution. However, during searches the full key is reconstructed in order to perform comparisons, and compressed key sizes are variable. Other lossless compression schemes primarily for numeric attributes have recently been proposed in the database literature [13, 23]. Goldstein, Ramakrishnan and Shaft [13] propose a page level algorithm for compressing tables. For each numeric attribute, its minimum value occurring in tuples in the page is stored separately once for the entire page. Further, instead of storing the original value for the attribute in a tuple, the difference between the original value and the minimum is stored in the tuple.

Thus, since storing the difference consumes fewer bits, the storage space overhead of the table is reduced. Tuple Differential Coding (TDC) [23] is a compression method that also achieves space savings by storing differences instead of actual values for attributes. However, for each attribute value in a tuple, the stored difference is relative to the attribute value in the preceding tuple.

3. PARTIAL KEY SEARCH

In this section, we describe the partial key approach and algorithms for performing compares and searches in the presence of partial keys. We assume that keys are represented as fixed-length bit strings (though this is not required in general). Further, the bits are numbered in order of decreasing significance, beginning with bit 0 (the most significant bit).

3.1 Partial Keys – An Overview

Consider the order in which index keys are visited and compared with the search key during a traversal of a T-tree or B-tree index. We observe that for both structures, the key visited so far which is closest in value to the search key is either the most recent key to compare less than the search key or or the most recent key to compare greater. It is easy to see that the most recent key to compare less than the search key shares more initial bits than any other key which compared less than the search key during the search. Similarly for the most recent key which compared greater, thus the observation follows. In fact, very few initial bits may be shared between the most recent with the search key when, for example, the keys are on either side of a large power of two, but this event is rare. In the following discussion, we refer to the current key being visited as the index key (as opposed to search key), and the previous key visited as the base key. In our partial-key schemes, each key is represented in the index by three items: (1) a pointer to the record containing the key, (2) the offset of the first bit at which the index key differs from the base key, and (3) the first l bits of the index key following this offset. We illustrate the construction of a partial key in Figure 1. In this figure, and in others below, the index key or search key is generally referred to as k, and the base key as k0.

One approach to using this partial key information would mirror the use of prefixes in a prefix B-tree. In this approach, the search code would maintain the known prefix of the index key as it traversed the tree, concatenating appropriate portions of partial keys as they are encountered. If the known portion is sufficient to resolve a comparison with the search key, then a cache miss is avoided. However, it turns out that constructing this prefix is not necessary, and in fact comparisons can often be resolved by noting the offset at which the search key differed from the base key, and comparing
approach is based on the observation that for an index key \( k_e \) for keys available due to the previous comparison between the search key and base key. Thus, for the case when a key idea of Theorem 3.1 is illustrated in Figure 2(a). Here, keys \( k_1 \) and \( k_2 \) are both less than the base key \( b_k \), and if \( d(k_1, k_2) \neq d(k_1, k_3) \), then the difference bit locations for the search key are identical on the first \( d(k_1, k_3) + 1 \) bits. However, one cannot determine how keys \( k_1 \) and \( k_3 \) compare. An example of this is illustrated in Figure 2(b). In both of the cases shown in the figure, \( k_i, k_j < b_k \) and \( d(k_i, k_j) = d(k_j, k_i) \). However, in one, \( k_i < k_j \) and in the other \( k_j > k_i \). When the difference bits are equal, the \( l \) bits of the key value stored for the index key are compared with the corresponding bits in the search key. If these bits are equal, retrieval of the indirectly stored key is required. Note that, as shown in Figure 1, the difference bit itself in not included in the \( l \) bits stored with a partial key. Since both \( k_i \) and \( k_j \) differ from \( b_k \) in the value of this bit, the corresponding bits in \( k_i \) and \( k_j \) must be identical.

**Procedure COMPAREPARTKEY**

```plaintext
begin
1. if (indKey.pkOffset < offset)
2. if (comp = LT)
3. comp := GT
4. else comp := LT
5. offset := indKey.pkOffset
6. if (indKey.pkOffset = offset)
7. if (comp = LT)
8. partKey := searchKey[0:indKey.pkOffset-1]
9. -0:indKey.partKey;
10. else partKey := searchKey[0:indKey.pkOffset-1]
11. -1:indKey.partKey;
12. comp, offset := compare(searchKey, partKey);
13. if (offset > indKey.pkOffset + indKey.pkLength)
14. comp := Eq;
15. return [comp, offset];
end
```

**Figure 3: COMPAREPARTKEY: Comparison using Partial Keys.**

Procedure COMPAREPARTKEY in Figure 3 utilizes Theorem 3.1 to compute the result of a comparison between a search key and an index key containing partial-key information. The partial-key information consists of three fields pkOffset, pkLength and partKey which are described in Table 1. The input parameters comp and offset to COMPAREPARTKEY are the result of the comparison and the difference bit location of the search key with respect to the base key. Steps 1–6 of the procedure are a straightforward application of Theorem 3.1. In case the difference bit locations for the search key and index key are equal, the keys must be identical until the difference bit. Further, the difference bit itself in both keys must be either 0 or 1 depending on whether the keys are less than or greater than the base key. In Step 12, function COMPARE is invoked to compute the comparison of the \( l \) bits following the difference bit in both keys. Function COMPARE(k1, k2) returns a pair of values comp, offset with the following semantics. The value comp is one of EQ, LT or GT depending on whether the bit sequence k1 is equal to, less than or greater than the bit sequence k2 when the two sequences are compared bit by bit. The return value offset is the location of the most significant bit in which the two keys differ. Thus, in steps 13–14, since partKey may not represent the entire index key, if all bits in partKey agree with the corresponding bits in searchKey, the comparison between the search key and index key cannot be resolved and the procedure returns EQ. In this case, the semantics of the returned offset is simply that the two keys agree on the first offset−1 bits.

Note that, in Step 12, function COMPARE only needs to consider bits starting from bit offset indKey.offset in the two keys (since the corresponding bits preceding this point are identical for both
Further, in most cases, procedure \texttt{COMPAREPartKey} performs only one integer comparison involving difference bit offsets; however, additional expense may be incurred since the bit of offset
of a greater cost than simple integer compares, it compares well to
forms only one integer comparison in involving difference bit offsets;
\texttt{K}.

We also present a linear search algorithm for finding a search key
in the node if it is present, and if it is not, the pair of adjacent keys
in the node between which the search key lies.

### Table 1: Partial-Key Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l )</td>
<td>Maximum number of bits from key value stored in partial key</td>
</tr>
<tr>
<td>( k ) ___pkOffset</td>
<td>Offset of difference bit of key ( k ) and its base key</td>
</tr>
<tr>
<td>( k ) ___partKey</td>
<td>Upto ( l ) bits following location ( k ), _pkOffset in key ( k )</td>
</tr>
<tr>
<td>( k ) ___pkLength</td>
<td>Number of partial-key bits stored with key ( k )</td>
</tr>
<tr>
<td>( k ) ___l : _m</td>
<td>Bit sequence consisting of bits between offsets ( l ) and ( m ) in key ( k )</td>
</tr>
<tr>
<td>( k ) ___k1 , ___k2</td>
<td>Concatenation of bit sequences ( k ) ___k1 and ( k ) ___k2</td>
</tr>
<tr>
<td>( N ) ___numKeys</td>
<td>Number of keys in node ( N )</td>
</tr>
<tr>
<td>( N ) ___key[i]</td>
<td>( i ) ___ key in node ( N )</td>
</tr>
<tr>
<td>( N ) ___ptr[i]</td>
<td>( i ) ___ pointer in node ( N )</td>
</tr>
</tbody>
</table>

### Simple Linear Search Algorithm

When searching for a key in the index, the node \( N \) is visited after the search key is compared with the base key for \( N \_\_\_key[0] \). Let \( \text{comp} \) and \( \text{offset} \) denote the result of the comparison and the offset of the difference bit between the search key and the base key. Then, in order to locate the position of the search key in \( N \), procedure \texttt{COMPAREPartKey} (see Figure 3) can be used to compute the comparison and the difference bit offset between the search key and \( N \_\_\_key[0] \). In case the comparison cannot be resolved using the partial-key information for \( N \)\_\_\_key[0] (that is, \texttt{COMPAREPartKey} returns \text{EQ}), then \( N \)\_\_\_key[0] is dereferenced and the search key is compared with the full key corresponding to \( N \)\_\_\_key[0]. The result of the comparison and difference bit offset is then used to compare the search key with \( N \)\_\_\_key[1], and so on. The above steps of comparing with the search key are repeated for successive keys in \( N \) with the comparison and difference bit offset for the previous key -- until a key that is greater than or equal to the search key is found.

However, this naive linear search strategy may perform unnecessary key dereferences. The following example illustrates this.

**Example 3.2.** Consider the node \( N \) in Figure 4. The difference bit for each key (with respect to the previous key) is marked by an arrow and \( I = 1 \) bits following the difference bit are stored in the partial key for each key. Let the base key for the first key in \( N \)
be 00101 and let the search key be 10111.

After the search key is compared with the base key, the comparison and difference bit offset are GT and 0, respectively. Invoking ComparePartKey with the search key, N.key[0], GT and 0 returns [EQ, 2] since N.key[0], pOffset = 0 and the search key matches with N.key[0] on the first two bits. Thus, N.key[0] would be dereferenced, and cmp and pOffset after the comparison with N.key[0] is GT and 2, respectively. Next the search key is compared with N.key[1] by invoking ComparePartKey. Since N.key[1], pOffset = 3 which is greater than 2, the difference bit offset for the search key and N.key[0], ComparePartKey returns [GT, 2], and N.key[1] is not dereferenced. The next invocation of ComparePartKey with N.key[2] returns [GT, 3] since N.key[2], pOffset = 2 and the bit sequence 1010 for the constructed key for N.key[2] is smaller than 1011, the corresponding bits of the search key. After returning [GT, 3] for N.key[3] (since N.key[3], pOffset = 4 is greater than 3), procedure ComparePartKey moves to key 4 and returns [LT, 1] for N.key[4] since it finds that N.key[4], pOffset = 1 is less than 3, the offset returned for N.key[3]. Thus, the simple linear search algorithm stops at N.key[4] and the position of the search key in N is determined using only one key dereference, that of N.key[0].

However, the position of the search key can also be determined without dereferencing any keys, including N.key[0]. The reason for this is that ComparePartKey returns [EQ, 2] when it is invoked with N.key[0]. Thus, at this point, we know that the first two bits of N.key[0] are 10 since the first two bits of N.key[0] agree with those of the search key. Since N.key[1], pOffset = 3, we also can conclude that the first two bits of N.key[1] agree with those of N.key[0] are thus 10. Since N.key[2], pOffset = 2 and N.key[2] > N.key[1], it must be the case that the third bit of N.key[2] is 1 (and the third bit of N.key[1] must have been 0). Further, the fourth bit of N.key[2] can be obtained from its partial key and thus we can conclude that the first four bits of N.key[2] are 1010. Since the search key is 10111, the comparison between the search key and N.key[2] can be resolved and is [GT, 3]. Subsequent comparisons can then be carried out as described earlier to conclude that the search key lies in between N.key[3] and N.key[4]. Thus, the position of the search key can be determined without dereferencing a single key.

Linear Search Algorithm Requiring at most One Key Dereference. Procedure FindNode, shown in Figure 5, avoids the unnecessary dereferences made by the simple linear search algorithm. When comparing the search key with an index key in node N, in case procedure ComparePartKey returns EQ, that is, the comparison between a search key and index key cannot be resolved, FindNode does not immediately dereference the index key. Instead, it exploits the semantics of [EQ, offset] returned by ComparePartKey (which is that the search key and the index key agree on the first offset-1 bits) to try and resolve comparisons with subsequent keys. This was illustrated earlier in Example 3.2, where [EQ, 2], the result of the comparison with N.key[0], was useful in resolving the comparison operation with key N.key[2]. In fact, procedure ComparePartKey as already stated correctly handles the value of EQ as an input parameter when called from FindNode, and an informal proof of this fact can be found in Appendix A.

Procedure FindNode accepts as input parameters node N in which to perform the linear search and the difference bit offset between the search key and the base key for N.key[0]. It assumes that both the search key and N.key[0] are greater than the base key with respect to which N.key[0]'s partial key is computed. Similar to the simple linear search algorithm described earlier, it compares the search key with successive index keys in the node until an index key larger than the search key is found. Procedure ComparePartKey is used to perform every comparison and the results of the previous comparison (stored in variables cur_cmp and cur_off) are passed as input parameters to it. Unlike the simple linear search scheme, an index key is not immediately dereferenced if the precise result of the comparison between the key and the search key cannot be computed. Instead, variables low and high are used to keep track of the positions of index keys in N that the search key is definitely known to be greater than and less than, respectively.

At the end of a sweep of keys in node N, if high - low is greater than 1, then it implies that the precise position of the search key in N is ambiguous. In this case, procedure FindBitTree is used to locate the exact position of the search key between low and high — it returns the consecutive keys between which the search key lies and the difference bit offset of the search key with respect to the lower key. Procedure FindBitTree employs the search algorithm for Bit Trees described in [11] and requires exactly one key to be dereferenced. In a nutshell, the algorithm performs a sequential scan of keys in N between offsets low and high. It maintains a variable pos, which is initially set to low. For each key examined, if for the difference bit offset in its partial key, the bit value in the search key is 1, then variable pos is set to the position of the key in

```
On the other hand, if the bit value in the search key is 0, then keys for which the difference bit offset is greater than the current key’s, are skipped and the next key examined is the key whose difference bit offset is less than that of the current key. Once all the keys have been examined, \( N.\text{key}[pos] \) is dereferenced and is compared with the search key. If \( \text{comp, offset} \) is the pair returned by \( \text{compare(searchKey, N.\text{key}[pos])} \), then \( \text{FindBitTree} \) takes one of the following actions:

1. \( \text{comp} = \text{EQ} \): Return \( [\text{pos, pos, offset}] \).
2. \( \text{comp} = \text{GT}((\text{LT})) \): Suppose that high is the position of the first key to the right(left) of \( \text{pos} \) for which the difference bit offset is less than that of \( N.\text{key}[\text{pos}] \). Return \( [\text{high-1, high, offset}] \).

The correctness of \( \text{FindBitTree} \) for Case 2 above is due to the following property of \( \text{pos} \): Between \( \text{pos} \) and a key whose difference bit offset is equal to that of \( \text{pos} \), there is a key whose difference bit offset is less than \( \text{pos} \)’s. We refer the reader to [11] for details.

The variable \( \text{offset} \) returned by \( \text{FindNode} \) is the difference bit offset between the search key and \( N.\text{key}[\text{low-1}] \). In case \( \text{low} = -1 \), that is, the search key is less than \( N.\text{key}[0] \), then \( \text{offset} \) is the difference bit offset between the search key and the base key for \( N.\text{key}[0] \). Finally, if the search key is contained in \( N \), then the procedure returns the position of the index key that equals the search key. Revisiting Example 3.2, \( \text{FindNode} \) determines the position of the search key in node \( N \) without requiring any keys to be dereferenced. Successive invocations of procedure \( \text{ComparePartKey} \) for the sequence of keys in \( N \) return \( [\text{EQ}, 2], [\text{EQ}, 2], [\text{GT}, 3], [\text{GT}, 3] \) and \([\text{LT}, 1]\).

Maintaining Partial-Key Information in the Presence of Updates. With the linear encoding strategy, maintaining the partial-key information is quite straightforward. Insertion of a new key in the node requires the partial keys of the inserted key and the key following it to be recomputed, while deletion requires only the partial key for the key following the deleted key to be recomputed.

4. Partial-Key Trees

Building on the partial-key comparison and single-node partial-key search algorithms presented in the previous section, we now discuss how partial keys can improve performance in main-memory index structures, by reducing the L2 cache miss rate. In particular, we present partial-key variants of the T-tree [17] and B-tree [3] index structures suitable for use in main-memory. The pkT-tree and pkB-tree, as we refer to them, extend their main-memory counterparts by representing keys by their partial-key information as described in Section 3. The linear encoding scheme described in the previous section is used to compute partial keys for the index keys in a node. With linear encoding at the node level, we thus only need to specify the base key with respect to which the first key in each node is encoded since the base key for every other key in the node is simply the key preceding it.

4.1 pkT-Tree

The T-tree is a balanced binary tree with multiple keys stored in each node. The leftmost and the rightmost key value in a node define the range of key values contained in the node. Balancing is handled as for AVL trees [1]. We refer the reader to [17] and [26] for additional information about T-trees, including details of update strategies and concurrency control. The pkT-tree is similar to the T-tree except that in addition to a pointer to the data record containing the full key value, each index key entry also contains partial-key information. In the following, \( N.\text{ptr}[0] \) and \( N.\text{ptr}[1] \) denote pointers to the left and right children of node \( N \).

Storing Partial-Key Information. For the first key in each node \( N \), the base key with respect to which the partial key is computed is the first key in the parent node. This is because, as described below, the leftmost key in the parent node is the key with which the search key is compared before node \( N \) is visited. Figure 6(a) depicts an example pkT-tree – in the figure, the solid arrows denote the base keys for index keys while the dashed arrows represent pointers to child nodes.

```
procedure \( \text{FindTTree} \)(searchKey, \( T \))
begin
1. \( N := \text{root of tree} \);
2. laN := \text{nil};
3. offset := 0;
4. comp := \text{GT};
5. while \( (N := \text{nil}) \) do
   6. \( \text{comp, offset} := \text{ComparePartKey}(\text{searchKey}, N.\text{key}[0], \text{comp, offset}); \)
   7. if \( (\text{comp} = \text{EQ}) \) then
      8. \( \text{dereference N.\text{key}[0] /* cache miss */} \)
      9. \( \text{comp, offset} := \text{compare(searchKey, N.\text{key}[0])}; \)
   10. else
       11. return \( [N, 0, 0, \text{offset}] \);
   12. end
   13. \( N := N.\text{ptr}[0]; \)
   14. end
15. laN := \( N; \)
16. laNOffset := \text{offset};
17. \( N := N.\text{ptr}[1]; \)
18. return \( \text{laN, FindNode(laN - laN[0], searchKey, laNOffset)}; \)
end
```

Figure 7: \( \text{FindTTree} \): Searching for a Key in T-tree Using Partial Keys.

4.2 Searching for Key. Searching for a key value in the pkT-tree is relatively straightforward and is performed as described in procedure \( \text{FindTTree} \) (see Figure 7). Procedure \( \text{FindTTree} \) includes an optimization from [17] which requires that at each node, the search key be compared to only the leftmost key value the node (Step 6). The variables \( \text{comp} \) and \( \text{offset} \) keep track of the results of the most recent comparison of the search key with the leftmost key in the parent node, and are passed as parameters to \( \text{ComparePartKey} \). In case \( \text{ComparePartKey} \) cannot resolve the comparison, the leftmost key in the current node is dereferenced (Step 8). If the search key is found to be less than this key, the search proceeds with the left subtree. If it is found to be greater, the search proceeds with the right subtree, with the current node noted in variable laN (Step 15). The significance of laN is that when the search reaches the bottom of the tree, the search key, if present in the tree, is in the node stored in laN and is greater than laN[0]. Procedure \( \text{FindNode} \) can thus be employed in order to determine the position of the search key in node laN. Since \( \text{FindNode} \) requires the leftmost key to be greater than the base key for it, laN[0] is deleted from laN before passing it as an input parameter to \( \text{FindNode} \).

Maintaining Partial-Key Information in the Presence of Updates. Inserts and deletes of keys into the pkT-tree can cause rotations, movement of keys between nodes and insertions/deletions.
of keys from nodes. The partial-key information for these cases is updated as follows.

- In the case of a rotation, the parent of a node involved in the rotation may change. Thus, the partial-key information for the leftmost key in the node is recomputed with respect to the new parent.
- If the leftmost key in a node changes, the partial-key information is recomputed for the leftmost keys in the node and its two children.
- In case the key to the left of a key in a node changes (due to a key being inserted or deleted), the partial-key information for the key is recomputed relative to the new preceding key.

### 4.2 pkB-Tree

The pkB-tree is identical to a B-tree except for the structure of index keys. Each index key consists of a pointer to the data record for the key and partial-key information. Leaf nodes contain only index keys, while internal nodes also contain \( N \) pointers to index nodes — the subtree pointed to by \( N \).ptr[\( i \)] contains keys between \( N \).key[\( i - 1 \)] and \( N \).key[\( i \)].

#### Storing Partial-Key Information

The base key for the leftmost key in \( N \) is the largest key contained in an ancestor of \( N \) that is less than the leftmost key. Thus, if \( N' \) is the node such that \( N'.ptr[\( i \)], \( i \neq 0 \), points to \( N \) or one of its parents, and for all \( N'' \) in the path from \( N' \) to \( N \), \( N''.ptr[\( i \)] \) points to \( N \) or one of its parents, then the base key relative to which \( N \).key[\( i \)] is encoded is \( N'.key[\( i - 1 \)] \). This is illustrated in Figure 6(b), where the solid arrows denote the base keys for index keys of the pkB-tree and the dashed arrows represent pointers to child nodes.

#### Searching for Key

Procedure \texttt{FindBTree}, in Figure 8, contains the code for searching for a key in a pkB-tree. Beginning with the root node, for each node, procedure \texttt{FindNode} is invoked to determine the child node to be visited next during the search. The variable \texttt{offset} stores the offset of the difference bit between the search key and the base key for \( N \).key[\( 0 \)] (that is, the largest key in an ancestor of \( N \) that is also less than \( N \).key[\( 0 \)]). This is because \texttt{FindNode} simply returns the \texttt{offset} input to it if the search key is less than \( N \).key[\( 0 \)].

#### Maintaining Partial-Key Information in the Presence of Updates

An insert operation causes a key to be inserted in a leaf node of the pkB-tree. If the key is inserted at the leftmost position in the leaf, then its partial key needs to be computed relative to the largest key that is less than it in its ancestor. On the other hand, if there are keys to the left of it in the node, then its partial key is computed easily relative to its preceding key and the partial key of the next key is computed with respect to it. In case node \( N \) is split, the splitting key from \( N \) is inserted into its parent. Splits can thus be handled by simply updating the partial-key information in the parent similar to the key insertion case.

Key deletion from a pkB-tree is somewhat more complicated. In case the leftmost key in a leaf is deleted, the partial-key information for it needs to be recomputed from its base key in its ancestor. Deletion of a non-leftmost key in the leaf simply requires the partial key for the key following it to be recomputed. Finally, deletion of a key \( N \).key[\( i \)] from an internal node \( N \) of the pkB-tree causes it to be replaced with the smallest key in the subtree pointed to by \( N \).ptr[\( i + 1 \)]. Suppose \( N' \) is the node containing this key. Then for every node \( N'' \) between \( N \) and \( N'' \)'s partial key is recomputed with this smallest key (that replaces the deleted key \( N '' \).key[\( i \)]) as the base key.

### Figure 6: pkT-trees and pkB-trees

- (a) pkT-tree
- (b) pkB-tree

### Figure 8: \texttt{FindBTree}: Searching for a Key in B-tree Using Partial Keys.

### 5. PERFORMANCE

The goal of our performance study was to compare the lookup performance of T-trees, B-trees, pkT-trees and pkB-trees in a main-memory setting. Our particular goals were as follows: (1) Study performance over a wide range of key sizes and key value distributions. (2) Evaluate the impact of changing the amount of partial key information used for pkT- and pkB-trees. (3) Evaluate space usage and the space-time tradeoff. In subsequent sections we describe our hardware platforms, the design of our experiments and present selected results.

#### 5.1 The Memory Hierarchy

The latencies observed during memory references depend primarily on whether the data is present in cache and whether the vir-
A modern main-memory architecture typically includes two levels of cache, a small, fast, on-CPU L1 cache and a larger, off-CPU, and therefore slower L2 cache. Typical parameters for cache and memory speed are shown in Table 2 (see [19, 20, 7]). The latency information is generated with version 1.9 of linbench [18] on locally available processors, and is intended to give the reader a feel for current cache parameters, not as a comparison of these systems.

Another component of the memory hierarchy is the TLB, which caches translations between virtual and physical addresses. While TLB-misses are shown in [5] to have a significant effect on performance, we do not focus on TLB issues in this paper. One justification for this approach is the fact that almost all modern TLBs are capable of using "superpages" [14], essentially allowing single TLB entries to point to much larger regions. While posing difficulties for operating system implementors [27], this facility may effectively remove the TLB miss issue for main-memory databases.

5.2 Experimental Design

We implemented T-trees and B-trees for direct and indirect storage of keys. We also implemented pT-trees and pB-trees, and varied the size of the partial keys stored in the node. Our T-tree algorithms are essentially those of Lehman and Carey, with the optimization of performing only a single key-comparison at any given level. In the direct key and partial-key variants, we stored entire/partial key values only for the leftmost key in each node, used during the initial traversal. While the T-tree code was adapted from a system with additional support for concurrency control [26], next-key locking [21] and iterator-based scans, these features were not exercised in our tests.

For the partial-key trees, we implemented two schemes for storing offsets, bit-wise and byte-wise. The bitwise scheme was used for the description in Section 3, since in this scheme the concepts can be more clearly articulated. However, it may be more convenient in an implementation to store difference information at a larger granularity. In particular, we consider the byte granularity. Clearly, all the results of Sections 3 and 4 hold when byte offsets differ, since the bit offset will also differ in the same manner. However, when byte offsets are equal, it may still be the case that the bit offsets would differ. In this case, one simply stores all the bits at which the difference could occur, in other words, the entire byte. Thus, if the offsets compare equal, the keys will be disambiguated by the first byte. Storing offsets at a larger granularity trades off distinguishing power for coding simplicity. With bit offsets one always stores the precise l bits most capable of distinguishing the keys; otherwise, only some of those bits are stored.

Keys. We model keys as unique, fixed-length sequences of unsigned bytes. Key comparisons are performed byte-wise in the context of a separate function call. Indirect keys are stored in separate L2 cache lines since they are typically retrieved from data records.

It is intuitive that partial keys would be sensitive to the distribution of keys, and in particular to the entropy of the keys. Since in our tests we generate bytes of the key independently, the entropy for each byte depends only on the number of symbols from which each byte is selected. Specifically, when each byte is selected uniformly from an alphabet of n symbols, each byte contains log n bits of Shannon entropy [8]. Intuitively, keys with higher entropies will be distinguished earlier during the compare, leading to lower comparison costs. In terms of partial keys, lower entropy leads to larger common prefixes, and a lower chance that two keys will differ within the l bytes of a common prefix.

While, as mentioned in Section 3, partial-key trees may be used with multi-part and variable-length keys, we did not implement these options in our tests. We note that to some degree, not implementing a wider variety of keys (and thus more expensive key comparisons) works against partial-key schemes, since these schemes reduce the impact of key comparison costs in cases when the partial key is sufficient. However, byte-wise comparisons may be somewhat less efficient than, for example, single-instruction integer comparisons. We selected byte-wise comparison as a reasonable model of key comparison expense, and did not attempt to vary this cost as an additional parameter in the current study.

Table 2: Latency of Cache vs. Memory.

<table>
<thead>
<tr>
<th>System</th>
<th>CPU Cycle Time</th>
<th>L1 (data) Size</th>
<th>L1 (data) Block</th>
<th>L1 (data) Latency</th>
<th>L2 (data) Size</th>
<th>L2 (data) Block</th>
<th>L2 (data) Latency</th>
<th>L2 Miss Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun ULTRA 30</td>
<td>3.7ns</td>
<td>16K</td>
<td>64</td>
<td>6ns</td>
<td>2M</td>
<td>64</td>
<td>33ns</td>
<td>260ns</td>
</tr>
<tr>
<td>Sun ULTRA 60</td>
<td>2.2ns</td>
<td>16K</td>
<td>64</td>
<td>4ns</td>
<td>4M</td>
<td>64</td>
<td>22ns</td>
<td>208ns</td>
</tr>
<tr>
<td>Pentium III</td>
<td>1.7ns</td>
<td>16K</td>
<td>32</td>
<td>5ns</td>
<td>512K</td>
<td>32</td>
<td>40ns</td>
<td>142ns</td>
</tr>
<tr>
<td>Pentium IIE</td>
<td>1.4ns</td>
<td>16K</td>
<td>32</td>
<td>4ns</td>
<td>256K</td>
<td>32</td>
<td>10ns</td>
<td>113ns</td>
</tr>
</tbody>
</table>

*The physical characteristics of the memory module, especially repeated access to the same page, may also be a factor, but are not considered in this paper.

*In the Pentium IIE, the L2 cache, though relatively small, is on-chip.

Performance Metrics. We evaluated the various indices based on the following three performance metrics: wall-time, number of L2 cache misses and storage space requirements. The number of L2 misses was measured using special registers available on the Ultra-SPARC via the PerfMon software [10].

Parameter Settings. Unless otherwise stated, each index node spanned three L2-cache blocks for a total of 192 bytes, each index stored 1M keys, and keys were chosen uniformly and at random, but rejected if they were not unique. Three cache blocks were chosen because that size could handle larger in-node key sizes and, in our experiments (not shown) performed comparably or better than smaller or larger node sizes for all of the studied algorithms. 1M records represented the largest size our machine could easily hold in memory – a relatively large number of records is required to see the effect of L2 cache misses on timing numbers. For most tests, we present results for two choices for the byte entropy for the generated keys: 3.6 bits and 7.8 bits, corresponding to alphabet sizes of 12 and 220, respectively, though in the actual experiments we considered a wide variety of entropies in-between. In most of the experiments, key size was the independent parameter. We fixed the experimental design to a single experiment for each key size.
size \( l \) of partial keys stored at 2 bytes and stored offsets in a byte granularity since we found partial-key trees to perform optimally or near-optimally for these choices.

**Hardware Environment.** Our experiments were conducted on a Sun Ultra 30 workstation with a 296MHz UltraSPARC II processor and 256 Megabytes of RAM. As shown in Table 2, this machine has a 16K L1 data cache with 32 byte block size and a 2M L2 direct-mapped cache with a 64 byte block size. The latencies shown by linbench [18] are 6ns or 2 cycles for the L1 cache, 33ns or 11 cycles for L2, and 266 ns or 88 cycles for main memory. We implemented the index structures using Sun’s C++ compiler version 4.2 and optimization level -O3. In our experiments, we ensured that all virtual memory accessed during the runs was resident in RAM.

**Experimental Runs.** In most cases, a run consisted of 100,000 lookups from a (pregenerated) list of randomly selected keys from the tree. All searches were successful. Each run was repeated 10 times and averaged. We ensured that the overall standard deviation on time was very low (less than 1%). All figures shown in this document are for a tree with 1.5 million elements, the maximum that fit into main memory on the platform.

### 5.3 Selected Results

Index performance, in a main-memory environment, is dominated by CPU costs of performing key comparisons and cache misses. Thus, it is reasonable that B-trees with direct key storage will perform better than partial-key trees for small keys, since space usage is comparable to the space required for the partial key, and our partial-key comparison code is somewhat more expensive than simple byte-wise key compares. However, as keys become longer, B-tree performance can be expected to become worse than partial-key trees due to a lower branching factor and higher key comparison costs at low byte-entropies. In all cases, we expect indirect indexes to perform poorly in comparison with direct indexes of the same data structure, because indirect indexes will require an extra cache misses to perform each comparison. These expectations are confirmed by our experiments.

Figure 9 summarizes the experimental results for all indexing schemes, on data sets with 1.5 million elements. The Y-axis shows the number of L2 cache misses; the X-axis shows the average time of a lookup in microseconds. Plots are parametric in key size, with key sizes 8, 12, 20, 28, and 36 bytes; the high entropy case has an additional point at key size 4. Figure 9(a) shows behavior for low entropy, with entropy per byte of 3.6. Figure 9(b) shows the same experiment, run with entropy 7.8. For a given key size and entropy, down and left defines improved performance. Performance is thus a partial ordering, where one algorithm outperforms another if for all values of key size and entropy value, the algorithm is faster and has fewer cache misses. Using the metrics of cache misses and lookup time, we make the following observations.

- pkB-trees consistently outperform the other algorithms in L2 cache misses.
- Direct B-trees outperform the other algorithms in time for small key sizes, as would hold for integer keys.
- Direct T-trees outperform the other algorithms in time for large key sizes, very slightly outperforming pkB-trees.
- Direct T-trees and indirect B-trees have essentially the same cache performance. This occurs because T-trees suffer about \( \log_2 N \) cache misses due to tree levels, while B-trees suffer about the the same due to key dereferencing.
- Indirect T-trees, perform poorly compared to all other strategies, primarily due to cache misses from both tree levels and key dereferencing.
- For all key sizes, the cache-miss behavior of partial-key trees is as good as that of the corresponding tree structure with direct storage of 4 byte keys.

One of the reasons that the superior cache-miss characteristics of partial-key trees does not always translate into better timing numbers (especially for smaller key sizes) is that other factors like CPU costs for performing key comparisons, etc., are a significant component of the overall performance. However, based on the cache-miss statistics, we expect that the performance of partial-key trees will improve relative to trees with direct key storage as long as processor speeds improve more quickly than main-memory latency.

**Choice of \( l \).** Larger values of \( l \) are necessary when entropy is low, because sufficient entropy must be present in the partial key to have a high probability that it will differ from the corresponding bytes of the search key. (In general, random keys should have length \( l \approx 2 \log_2 N/H \) to ensure that no two keys collide; most keys will be disambiguos at length \( \log_2 N/H \) [8].) One can see that key-wise difference information adapts to low entropy keys: when keys
have low entropy, adjacent keys are likely to have larger common prefixes. Further, increasing \( I \) adversely affects the branching factor in nodes, thus there is a tradeoff between reducing cache misses by avoiding references to indirect keys and reducing cache misses with bushier, and thus shallower, trees. We investigated these issues by running experiments with a wide variety of key entropies and values for \( I \). In this experiment, the keys have relatively low entropy (3.6 bits per byte), but the results are similar over a wide range of entropy values, and from this we expect partial keys to perform well over a wide variety of key distributions. In fact, performance is almost always optimal with small values of \( I = 2 \) or 4 bytes – due to the efficacy of storing difference offsets.

Storing zero bytes of key information is a special case which reduces to an algorithm similar to the Bit Tree [11], but generalized to handle internal levels of the tree and incur fewer cache misses. While this option did not perform as well as pkT-trees, our experiments confirm the following intuition – storing differences at the bit level is important for \( I > 0 \), our experiments confirm the following intuition – storing differences at the bit level is important for \( I = 0 \) in order to increase distinguishing power.

Space Usage. Space overhead is a critical attribute of a main-memory index. In Figure 10(b), we show the space-time trade-off of different algorithms for a variety of key sizes. In this graph, the \( X \)-axis is space and the \( Y \)-axis is lookup time (the lower left-hand corner is optimal). The key size parameter varies between 0 to 8 bytes. The space numbers are obtained from the tree built by random insertions of 1M keys. We see from this graph that indirect key storage, while a poor time performer, excels in space. How-ever, schemes with direct key storage trade space for time, with storage overheads that increase significantly with key size. Again, pkT- and pkB-trees provide a nice tradeoff, taking approximately twice the space of indirect storage for all key sizes, but less space than direct-storage B-trees for all key sizes greater than 4.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have introduced two new index structures, pkT- and pkB-trees, designed to optimize the space, time and cache-miss performance of indices in main-memory, OLTP databases. These index structures are based on partial keys, small fixed-size representations of keys which allow index nodes to retain a simple structure, improve their branching factor and speed up key comparisons, yet resolve most key comparisons without reference to indirectly stored keys. In our performance study, we found that partial-key trees perform better than B-Trees (in which keys are stored directly in the node) for keys larger than 12-20 bytes, depending on key distribution. Further, the partial-key trees incur fewer cache misses than B-Trees with all but the smallest key sizes, leading to an expectation that the performance of pkB-Trees relative to B-trees will improve over time as the gap between processor and main memory speeds widen causing the penalty for a cache miss to be severe. Finally, pkB-Trees take up much less space than standard B-trees for all but the smallest trees.

While pkT-trees, and direct T-trees perform well, pkB-trees perform better and are only slightly larger. However, we expect that over time T-trees will be replaced with variations of the B-tree in main-memory databases, because of their dramatically better L2 cache coherence. For optimal performance on all key sizes, our performance results lead one to consider a hybrid approach in which direct storage is used for small, fixed-length keys and partial-key representations are used for larger and variable-length keys.

In future work, we intend to explore other ways in which architectural trends affect performance-critical main-memory DBMS code. One such trend is the increasing availability of instruction-level parallelism, and a related trend is the increasing cost of branch misprediction and other “pipeline bubbles”. A second trend is the availability of “superpages” for TLBs which may significantly reduce the TLB cost of in-memory algorithms.
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APPENDIX

A. CORRECTNESS OF COMPAREPARTKEY FOR EQ

When procedure COMPAREPARTKEY is invoked with comp = EQ, the following conditions hold: (1) indexKey is greater than the base key, and (2) searchKey and the base key agree on the first offset -1 bits. We can show that COMPAREPARTKEY as described in Figure 3 performs the comparison between indexKey and searchKey correctly when invoked with comp = EQ. In order to show this, we need to consider the following three cases:

1. indexKey.pkOffset > offset. In this case, all we can conclude is that the first offset -1 bits of indexKey match those of the search key. However, there is no way to determine the values for bits offset, ..., indexKey.pkOffset -1 of the indexKey or their relationship to the corresponding bits of the search key. The primary reason for this is that we do not know whether the search key is greater than, less than or equal to the base key. Thus, the best COMPAREPARTKEY can do is to return [EQ, offset -1]. An instance of this scenario in Example 3.2 is when COMPAREPARTKEY is invoked with N.key[1] and [EQ, 2], the result of the previous comparison with N.key[0]. The return value is [EQ, 2].

2. indexKey.pkOffset < offset. In this case, since the search key agrees with the base key on the first offset -1 bits, the first indexKey.pkOffset bits of the index key and search key must match, while the bit following these bits must be 0 in the search key and 1 in the index key (since we know that the index key is greater than the base key). Thus, the search key must be less than the index key and the offset of the difference bit between the search key and index key must be indexKey.pkOffset.

3. indexKey.pkOffset = offset. In this case, one can conclude that the search key and the index key match on the first offset -1 bits, and the bit at position offset is 1 in the indexKey (since the index key is greater than the base key). Thus, a comparison can be carried out between the bits starting at position offset in the search key and the corresponding sequence of bits in the index key, that is, 1 followed by the bits in the partial key for indexKey. Thus, in Example 3.2, invoking procedure COMPAREPARTKEY with N.key[2] and [EQ, 2], the result of the previous comparison with N.key[1], results in a return value of [GT, 3]. As a result, the comparison with key N.key[2] can be computed even though the result of the comparison with N.key[1] was ambiguous.