A New Paradigm for Load Balancing in Wireless MesiNetworks

Abstract: Obtaining maximum throughput across a for load balancing in wireless mesh networks wité t
network or a mesh through optimal load balancing is following goals: (a) maximize network throughput
known to be an NP-hard problem. Designing efficient through admissibly optimal distribution of the netl
load balancing algorithms for networks in the was$ traffic across the wireless links, (b) ensure tbieesne
domain becomes an especially challenging task due t is secure, and (c) ensure fairness to all nodethen
the limited bandwidth available. In this paper we network for bandwidth allocation. Below we first
present heuristic algorithms for load balancing and provide motivation for singling out these netwodker
maximum throughput scheduling in Wireless Mesh other conventional wireless networks in our study f
Networks with stationary nodes. The goals are fo (a designing load balancing heuristic algorithms.

improve the network throughput through admissibly

optimal distribution of the network traffic acrosise 1.1. Motivation

wireless links, (b) ensure that the scheme is seand

(c) ensure fairness to all nodes in the network for The stationary nature of the nodes in wireless mesh
bandwidth allocation. The main consideration is the networks warrants the design of robust and efficien
routing of non-local traffic between the nodes dhel  traffic management protocols for them. Existinggsn
destination via multiple Internet gateways. Our path and multipath traffic protocols for wireless
schemes split an individual node’s traffic to the networks are designed for single source-destination
Internet across multiple gateways that are accéssib pairs (see Sec. 2). Mesh and community network
from it. Simulation results show that this approach nodes, by contrast, can have accessibility to plalti
results in marked increase in average network Internet gateways connecting them to the Internet
throughput in moderate to heavy traffic scenaridg&e backbone and each node can individually select the
also prove that in our algorithm it is very diffitdor best gateway for its non-local traffic (traffic the

an adversary to block a fraction of a node’s avai&a  Internet). Since the bulk of node traffic in such
paths, making it extremely hard to compromise all networks would be non-local, this will lead to
traffic from a node. Simulation results also shdwatt  performance and fairness issues for the networkdLo
our scheme is admissibly fair in bandwidth allooati  balancing in wireless mesh networks is an intemgsti
even to nodes with longest paths to the gatewagsiod and unique problem different from conventional

wireless networks due to several reasons:
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Splitting, Throughput, Wireless Mesh Networks . Nodes are stationary Existing wireless ad-hoc
network protocols are designed with node mobility
1. Introduction considerations. Sensor network protocols have power

and computation constraints. Thus, neither ad-hoc,
Optimal load balancing across a mesh or a netwgek i sensor network protocols would be suitable for mesh
known hard problem. [1] Describes load balancing as networks. Better network performance is in order
an optimization problem. [2], [3], [4], [5], provihe through protocols designed specifically for mesh
NP-completeness of various load-balancing problemsnetworks with stationary wireless nodes.
and provide approximation algorithms. Efficientdoa -  Multiple gateways are available Load balancing
balancing in wireless networks becomes an even morecan be improved by splitting network traffic acralss
challenging problem due to the limitations on cafalié accessible gateways and reassembling this traffibe
bandwidth and unreliability of wireless links. Distribution System (wired backbone network). This

may be a better approach incase of some wirelelss li
In this paper we consider load balancing in wirgles getting loaded to capacity and others being
mesh networks with stationary nodes. These includeunderutilized. This is akin to IP [10] routing fohe
Wireless Mesh [6], [7] and Community networks [8], wired networks where different packets between a
such as the Self-Organizing Neighborhood Wireless source and destination may be routed along differen
Mesh Networks [9]. We provide heuristic algorithms paths.



presents applicability analysis. Simulation resuts
Clearly, above conditions are different from ad-hod presented in Section 6. Finally, in Section 7 we
sensor networks and require designing a traffic conclude the paper with a discussion of its lindtad
distribution protocol specifically for this scenari and proposed future work.

1.2. Summary of Contributions 2. Related Work and Model Overview

This paper proposes a new traffic distribution sadl 2.1. Related Work
balancing protocol for stationary mesh networkse Th
focus is on traffic between the nodes and the baiwb  Conventional multi-hop wireless network traffic
Internet. We show that optimal load balancing and protocols are either single path [12], [13] or ripath
maximum throughput scheduling for this scenariis [14]. In [15] the authors present a multipath load-
complete through a simple reduction of the known NP palancing protocol for mobile ad-hoc networks with
complete Knapsack [11] problem. We present a directional antennas fonaximally zone disjointoutes.
heuristic algorithm for load balancing which aims a Ganjali et al. [16] compare load balancing in ad-ho
maximizing network throughput through efficient networks for single path and multipath routing.
wireless-links utilization. The algorithm splitsnade’s Multipath protocols maintain multiple paths, buteus
non-local traffic across the multiple gateways only one path at a given time. Only [17] researches
connected to it. The rationale is that under heteaffic simultaneous activation of multipaths, but in trstirdy
load, if each node is able to send part of itditrai its a packet randomly chooses one of several available
best available route, link utilization will be uaim paths. In addition, they consider multiple pathsveen
throughout the network and average network single source-destination pairs. Our protocol hagkh
performance will improve. We demonstrate the defined (non-random) algorithm for splitting a ntsde
efficiency of our algorithm through simulations, traffic and we consider simultaneous invocation of
evaluating it against other popular approaches. multiple paths between a node and multiple Internet
gateways.
In addition, single path node failures can be beltalt
with and network robustness and resiliency againstMobile Mesh protocol [18], [19] describes schemas f
attacks can be enhanced through our scheme. Weink discovery, routing and border discovery inealirss
demonstrate that the problem of an adversary mesh networks, but does not consider load balancing
compromising a subset of paths from a node (byIn [20] authors describe choosing a high throughput
compromising some intermediate nodes on those pathspath between a source and a destination for comynuni
with each node having an associated cost towireless networks. Raniwala et al. [21] discussdioa
compromise it), such that the cost is less thanesom balancing in wireless mesh networks with nodesrtavi
value K, is NP-complete. Finally, through simulasp  multi-channel radios, but these radios would reguir
we demonstrate that our scheme is admissibly fair i multiple cards and antennas for each node and would
bandwidth allocation even to nodes with longeshpat be expensive to deploy. Hespanha et al. [22] foabaul
to the gateway nodes. Thus, our scheme achieves thr secure load balanced routing in networks asra-sum

goals (a) efficient load balancing, (b) securitydgc) game between the designer of the routing algoritma
fairness. To the best of our knowledge, this isfitst anadversary that attempts to intersect packets. Thew
scheme to consider load-balancing by simultaneouslythat for some versions of the game, the optimatimgu
splitting a node’s traffic to all available destioas policies also maximize the throughput between thece
gateways. and the destination node.

1.3. Paper Organization There is extensive literature on optimization pesi on

dynamic and static load balancing across meshep [23
Optimal load balancing across meshes is known ta be
hard problemAkyildiz et al. [6] exhaustively survey the
research issues associated with wireless mesh retwo
and discuss the requirement to explore multipathimg

for load balancing in these networks. However, meaxn
throughput scheduling and load balancing in wireles
mesh networks is an unexplored problem.

This paper is organized as follows. Section 2 dessr

related work and gives an overview of our model.
Section 3 presents proof of NP completeness of
maximum throughput scheduling for mesh networks
and details our heuristic load balancing algorithms
Section 4 talks about the security of our scheme.
Section 5 demonstrates the fairness of our schewe a



In this paper we present for the first time, a load

problem is NP-complete. We then present two hearist

balancing scheme in wireless mesh networks by algorithms aiming at maximum network throughput

systematically splitting each node’s non-localftcafo
available destination gateways and evaluate
performance.

2.2. Assumptions and Model Overview

We consider a wireless mesh network model with

scheduling for load balancing. We call them

its Scheduling Schemes 1 and 2.

3.1. The Maximum Throughput Scheduling
Problem

The maximum throughput scheduling optimization

stationary nodes. An example is a community network problem can be defined as follows. Suppose in phgra
where buildings with wireless antennas mounted onevery node has some bit rate traffic to send waines

them are the network nodes (Fig. 1) [9]. Nodes echn
to the backbone Internet via gateways located & th
community. Traffic is forwarded to the gatewaysthy
nodes in a hop-by-hop fashion. Thus, each nodeaacts
both transmitter and router. Traffic across various
gateways in a region can be effectively reassemaed
the Distribution System. Since the network is
stationary, route changes are infrequent, and cmaiyr
incase of node failures or faults. As such, thevogt
controller or a similar entity on the Distributi@ystem
maintains complete network information including th
network topology, and can perform static route
computation from any node to the gateways. Sinise th
is an administered network, the network controtias
an estimate of the upper limit on bandwidth reqliog
each node for its self-traffic. Nodes are assunoellet
non-malicious and cooperate in routing othersitraff

3 Internet gateway
. tesh router i

Fig. 1. Community Network

3. Maximum Throughput Scheduling

specified paths (maybe multiple paths to the same
destination), and every link has an upper bound on
capacity, what kind scheduling (i.e., the order to
reserve bandwidth for the nodes) can achieve
maximum throughput? The corresponding decision
problem is: is there a schedule such that the dvera
throughput of the network is greater than K?

Theorem 1 The decision version of the maximum
throughput scheduling problem is NP-complete.

Proof: As a special case, consider a star network
with center C. All nodes except for one destination
node need to send traffic to the destination nadéhe
center C. Now C needs to schedule all its received
traffic to forward to the destination. This is aseaof
knapsack problem where one can consider the cgpacit
of the link between C and destination as the capati

the knapsack. Knapsack problem is NP-complete [11],
so the maximum throughput scheduling problem is NP-
complete.

3.2. Scheduling Scheme 1

This scheduling scheme computes the volume ofigraff
each node can send along its routes to connected
gateways. The scheme requires the invocation of the
Traffic Distribution Algorithm (TDA) shown in Fig2
(explained in Sec. 3.2.2). This algorithm computes
traffic distribution for each node ahead of theuatt
routing based on link weights and node prioritiégy
changes in the network topology (due to node fagur

or new nodes being added) would require a reruheof
algorithm.

The primary objective of a Load Balancing scheme is Each round of TDA requires partial re-computatidn o

to achieve maximal network throughput through
uniform link utilization. The other goals include
fairness to the nodes and robustness against sigack

the current shortest path from each node to its
connected gateways. Instead of computhgshortest
path from each node to all of its connected gateway

node failures. Thus maximal throughput scheduling Minimum spanning tree is constructed rooted at each
forms a subset of the larger Load Balancing problem gateway. This gives the average shortest path from

In this section we first show that the decisionsi@n of
the maximum throughput scheduling optimization

each gateway to the accessible nodes. This is an
admissible approximation which simplifies the



computation and improves the running time. Below we In order to be fair and to reward an intermediatp h

first present the notations used in TDA and then node (i.e., a node that is neither the source nor

describe the algorithm in detail destination in this session) for routing traffic aher
nodes, we introduce a priority metkc

3.2.1 Notations

N {all nodes}
N : Set of network nodes L {links}
tix: The traffic sent on link i by node S {shortest paths}
T, : Total traffic to be sent by node x in kbps.
r«: Number of routes from nodeto its connected procedure TrafficDsitribute (N, L, S) {
gateways, i.e., the number of gateways nede tix=[Tx/ry];
connected to. foreach n N {
P, : Priority of noden. Equivalent to traffic routed P.=0; RT,=T,;

by n for other nodes in kbps. For example, if node | }
n routes 30 kbps traffic for another node, its | foreach! L {

priority becomes 30. G=1;
RT,: Remaining traffic to be sent by node }
G : Cost of linkj. Equivalent to traffic routed on done_count = 0;
link j in kbps. For example, if linkis reserved for for iterations = 1 to D {
routing 30 kbps traffic, its cost becomes 30. Sort (Z); /lsortarray Z in decreasing order
D : Max(r,) for x = 1 to N|. This is the maximum new_count = [N}~ done_count
number of gateways that any node in the network for x = 0 to new_count {
has paths to, from the set of all nodes. This fixes
the number of iterations of the algorithm. Choose nodeyrcorresponding to Z [x];
Z : the array containindRT, + P, values for all Ch?Ck =0;
nodes n belonging to N. while (check ==0){
S, : The current shortest path to a gateway node Compute ,S// current shortest path forn
from nodex. foreachi, s.t.;1 { S}
if((G+tiy) G {
3.2.2. TDA Description check = 0;

Remove present path from list of k-

The TDA works by assigning costs to links and shortest paths for noden

priorities to nodes. The ratio of the total trafficmode }

has to send, to the number of gateway nodes it ig else {

connected toT; / r; ), is a metric for distributing the check=1;

node’s traffic to its connected gateways. We assume } .

Constant Bit Rate (CBR) traffic. The algorithm } // end of (while check==0) loop

S n; [//Assign pits shortest path

maintains k-shortest paths [24] from each node to
paths [24] for each i, st | {S}{

gateway nodes. It runs iteratively to ensure faisn®

all the nodes. In each iteration, the nodeith the next ¢= (f+ tix; _
highestRT, + P, value has its shortest pahassigned IT]‘I(_R:JI:'X—’O tsx '

to it successively. If any link in this present ghet
pathS, exceeds the link capacity that shortest path is
not used and the next-shortest path is compuaztie
n then routesT, / r,) of its traffic along patlts,. After
n has been assigned this route, the cost of allirike
along this route is incremented by the amountaffitr
they will be routing fom i.e., {i;|. All the nodes which

done_count = done_count + 1;
for each k, s.t,un { S} //nodes lying on
the path $
R= Pct tix;
for each g, s.t g is from x to ( [N|—
done_count)

have not yet been assigned their shortest patkisisn Recompute,S

iteration, have to re-compute their shortest pdtins }

this iteration, as the cost of links along theirgoral }

shortest paths may have now increased. The cast of

path is the sum of the cost of each link along fah. Fig. 2. Traffic Distribution Algorithm



The priority of all intermediate hop nodes on ah&t for an adversary to block all active paths fromoaen
is incrementedor the next iterationby the amount of  This is proved below.
traffic they will be routing for source node At the
beginning of each iteration, arra¥ is sorted to = We consider a more stringent threat model which
determine the ordering of nodes according to their assumes that traffic from a node is compromisea if
currentRT, + P; values. The number of iterations is subset of the node’'s active paths is blocked or
determined by the valuB. The algorithm splits each compromised. This is based on the principles of
node’s traffic according to the number of gateway threshold cryptography [26], where a secret is
nodes it is connected to and favors the nodes théh  compromised if more than some percentage of sligres
highestRT, + P; values in assigning the shortest paths compromised. In other words, a secret is correctly
in each iteration. received by the recipient, only if more than a aiert
percentage of shares are accurately received.
3.3. Scheduling Scheme 2
The localized link jamming by an adversary scenaxio
In this section we present an alternate simplefiEraf similar to using link cuts [27] to attack Intermeuting
Scheduling scheme involving less computation. This [28]. For path blocking through en-route node
a “greedy” scheduling scheme and would perform compromise we present an optimization problem dalle
coarse grained scheduling and load balancing asthe Minimum Cost Blocking (MCB) Problem. The
compared to the TDA. MCB problem pertains to a set of nodes in a network
and a set of paths between the nodes, with an
Consider a node that has paths to n gateway nhdes. associated cost to compromise each node. It seeks t
hy, h, hs..., K. h, be the number of hops along routes find the minimum cost for an adversary to compramis
to gateway nodes 1 to n. The traffic from a sourage a subset of the nodes in a network such that ainert
is distributed in inverse proportion to the numinér  percentage of the network paths are blocked? hiexe,
hops along all its routes: Highest volume of taif present two instances of the MCB problem, a special
sent along the route with fewest hops. Fraction of case and the general case.
traffic sent along a route i ( Ti ) will be compdtas:
Ti={[ (hihshs h h))/ (hhs h h,+ hhs b h, 4.1. The MCB Problem: Special Case
..+ hhhg h Mot ) 1*(1/h)}
This is a special case of the MCB problem. The
For example, consider a node which is connected tooptimization problem for the adversary can be dfin
three gateway nodes and its distance in numbeoms h  as follows. Suppose in graph G (V, E), |V| = n and
from these gateway nodes is 2, 3 and 4, respegtivel every nodev; in V has a cost; to be compromised.
So, it sends 12/Fbfraction of its traffic to the closest Suppose there are m path® (P,......... ,P.) from

ateway node, 8/J6fraction to the next gateway node o
9 Y 9 y some sources to some destinations. Some paths may

and 6/26 fraction to the farthest gateway node. have the same source and destination as other paths
(i.e., multipaths exist in this source and destimat
pair). What is the minimum cost to compromise a
subset of the nodes such that a certain percenfage
paths are compromised?

4. Security and Resiliency

In this section we show that our heuristic algonishfor
maximum throughput scheduling achieve robustness
and resiliency against.attacks and .node failurde T 11 corresponding decision problem is: Given graph
robustness and security of a traffic scheme can be_ (V, E) and every node; in V has a cost; to be
measured by how effectively it can be compromised o .
attacked by an adversary. An adversary can disruptcOmpromised. There are m pathg (P,........ P,
functioning of the network by blocking traffic the  and integers K and R. Is there a subset V' of Vhsuc
gateways via compromising en-route nodes or loedliz  that V' will block R out of the m paths and theatbt
jamming. This is one of the chief reasons for costof nodes in V'is no greater than K?

maintaining disjoint or braided multipaths [25].

Intuitively, a scheme wusing multiple paths Theorem 2 The special case of MCB problem is NP-
simultaneously should be more robust against suchcomplete.

disruptions than multipath (maintaining multipletips Proof:  If we consider every pathP(,P,,........ Pr)

using one path at any time) schemes, making itétard as an element, then every node in the graph G ean b



considered to comprise of a subset of all pathat &) Since the special and general cases of MCB problem
all the paths on which the node is located, camstit are NP-complete, it will not be easy for an adversa
that node’s subset. For example a nogein V may block a certain percentage of a node’s paths (oreso
have a subset B,R,R} if v; lies on the paths percentage of any paths) in the network, making our

. o scheme resilient against attacks and failures.
(P, P, R). Now the problem to find the minimum

weight subset of nodes that block a part of thépa 5. Node Fairness and Applicability
equivalent to weighted partial set cover problericiv
is NP-complete [29]. So the special case of the MCB This section (a) discusses the fairness of Schagluli

problem is NP-complete. Scheme 1 for all nodes being able to reserve battdwi
for their self-traffic, (b) discusses fairness and
4.2. The MCB Problem: General Case performance issues of Scheduling Scheme 2, and (c)

compares the running time and applicability of our
Here we present the general case of the MCB problemschemes in qualitative terms. This section compigsne
for the adversary: Suppose in graph G(V,E), [\, = the Simulation results in Sec. 6 for a better
and every nodev, in V has a costcto be understanding of the performance of our schemes.
k
compromised. Suppose we have=  n; paths: 5.1. Fairness to Nodes: Scheduling Scheme 1
i=1
P.P,, P PP, P . P.PR. .B. ). In Scheduling Scheme 1, during each iteration oATD
(PPiz 22 ok _k_l k.z kr") ] every node is allowed to reserve bandwidth for a
Here (R1,R2, Ry ) are paths originating from node  fraction of its traffic. This has two outstanding
(i=12...k). What is the minimum cost to consequences: (a) No node starves for bandwidth, an
compromise a subset of the nodes such that a rertai (?) This schedule doesn't result in bandwidth wgsta
percentage of paths that originate from a node arefor nodes with less self-traffic. Thus, Scheduling
compromised (if a path originates from a node, g s Scheme 1 results in maximal fairness to the nodes i
that the path belongs to that node)? That is, f@ne  ©rmMs of opportunity to reserve bandwidth.

node . (=12..k), there 'S 2 Dueto priority assignments for routing non-seiiffic
numberR, 0 £ R‘_E Mis a.nd at leasiy. paths out of nodes closer to the gateways (for example, nodespl-
all paths belonging to this node (paBsR,, Ry ) away from a gateway: called G-1 nodes in the rést o

are compromised? This is a typical optimization this paper) may eventually end up getting higher
problem. The decision problem corresponding te:iti  Priorities in the later rounds of TDA. This resuits
such nodes being able to reserve their shortesis pat
Given graph G=(V,E) and cost of every node, and setbefore other nodes in later rounds. Consequeiiset
k nodes can achieve higher throughputs than sayda no
of nodes in m= n paths, that is situated farther away from all gatewaysisTis
i=1 further demonstrated by simulation results in $ec.

RiuP2 R PoisPoo, Pons Pa P2, PR
H ,12 L ez 2re , Kk N Nevertheless this difference in throughput is not a
and integers C arl ,0£ R £1;, is there a subset of indication of lack of fairness. It is natural foodes in
V' of V such that V' will block at leasR out of the different parts of the network to achieve non-umifo
. throughputs due to the difference in path-lengiks.

pathsh,, P, ’Pini for all (i1=12, k), and the node situated in the centre of a network and umifpr
total cost of nodes in V' is no greater than C? distant from all available gateways will have lower

throughput than nodes closer to the gateways,
Theorem 3 The general case of the MCB problem is regardless of the scheduling or route reservation
NP-complete. schemes used. The fairness of Scheduling Schemme 1 i
Proof:  The problem is a general case of the partial demonstrated by the simulation results in Sec. érevh
set cover problem [29], which is NP complete. S® th it outperforms other well known schemes in terms of
general case of MCB problem is NP-complete. throughput for such a node. The fairness is also

demonstrated by the simulation graphs showing

uniform link utilization in Sec. 6. Uniform throught



for all networks nodes, if desired, is achievabjeadb  be very little change in topology for such networks
slight modification to TDA: the G-1 nodes and other thus the load balancing computations would be very
nodes close to the gateways need to be initialteed infrequent. However, if the network is dynamic doe
priority values lower than 0 as opposed to otheleso node mobility, node sleep-time, or frequent node

failures, then Scheme 2 would be beneficial. Scheme
5.2. Fairness and Performance: Scheduling would be especially helpful in such scenarios where
Scheme 2 frequent route re-computations are required.

Scheduling Scheme 2 is fair to nodes in terms of An inherent assumption for both the schemes isttteat

bandwidth scheduling in that it splits every node’s COst of re-assembling the nodes’ traffic at theegays
traffic to available paths, not favoring any noder  (or the distribution system) is offset by the sasin
others for traffic Schedu"ng_ This may result indes incurred in terms of network bandwidth utilizatiand
having to compete for bandwidth, but the schemesdoe Network throughput increase. This is a valid

not provide any inherent advantage to some nodes ov assumption since the wireless media is a shared
others. resource, whereas an arbitrarily powerful machiae c

be employed for reassembling node traffic on the

Scheme 2 selectively loads shorter paths with moredistribution system.

traffic, causing links along shorter paths beingded

to capacity, while other links in the network mag b 6. Simulation Results

lightly loaded. It results in lower throughput ftine

network nodes when compared with Scheme 1, thoughWe conduct simulations to investigate the perforcean

Scheme 2 still outperforms other well known schemes of our schemes for each of the following three

(as shown by simulation results). Performance vs. objectives: (a) Maximum Throughput Scheduling, (b)

simplicity tradeoff for Scheme 2 is discussed irc.Se Minimum Cost Blocking, and (c) Fairness to nodes.

5.3. We do a self-contained evaluation of the algorithms
transparent of underlying network level issues iothe

The reduction in throughput for Scheme 2 is partly than the capacity of wireless links.

attributable to and more pronounced for G-1 noBes.

G-1 and other nodes in the vicinity of gatewaysalm We develop two specific schemes called Single

proportion of their traffic may be routed on veond Shortest Paths (SSP) algorithm and Fixed Shortst P

routes even though the nodes themselves are aose t(FSP) algorithm so that we can evaluate TDA and

the gateways. Though a very small volume of traffic Scheduling Scheme 2 against some basic benchmarks.

may be affected due to this factor, it helps inpieg In the SSP algorithm, each node determines one

the design of the scheme simple (see Sec 5.3). Ashortest path to a gateway and sends all selidraff

variant of the scheme could be to not assign traéfi this shortest path. In the FSP algorithm, each node

routes that are longer than some threshold. splits traffic equally on all its paths to connette
gateways. This is similar to Scheme 2, except #hat
5.3. Running Time and Applicability Analysis node’s traffic is equally split along its availabiteutes.

Further, there are two variants for Scheme 2 aed th
Scheduling Scheme 2 has a much lower computationFSP algorithm: large load-node first (favoring nede
complexity and running time as compared to Scheme 1 with high volume of self-traffic) and small loada®
TDA has a computation time of O{Nwhere N is the first (favoring nodes with less self traffic). Ihet large
number of nodes in the network. The algorithm s t load first scheme, nodes with the largest loada\iest
perform O(N) computations in each iteration and has traffic) schedule traffic along all their paths tef
to perform O(N) iterations in the worst case. nodes with smaller loads. In small load first, treer
Scheduling Scheme 2 has a worst case computatiorof scheduling is reversed from nodes with leadfitra
time of O(N). to nodes with heaviest traffic. If any links alorg
node’s path reach capacity, then no more traffic loa
The higher computation time of Scheme 1 is scheduled across those links, and the node haseto u
inconsequential for scenarios like the community other paths.
networks because all the computations are performed
offline and beforehand by the network controlleraor ~ Our simulation topology is 100 nodes evenly
similar entity on the distribution system. Thereulb distributed over a rectangular area of sides 106t



by 1000 meters. There are 4 gateways, one at eaclrigures 6, 7 and 8 show the throughput of a G-lenod

corner of the rectangle. There are 15 G-1 nodes. Wefor

used a pseudo-random function for placing the nades
the rectangular area and generating the links etwe
the nodes. Once generated, the topology was fikikd.
data points are average of 100 runs. In the simoulat
graphs, we refer to Scheduling Scheme 2 as Alguarith
2 for space conservation.

6.1. Throughput Comparison

We first compare the throughput of TDA and
Algorithm 2 with SSP and FSP. In the simulation

link capacities of 50, 100 and 150 kbps
respectively. As discussed in Sec. 5, the perfooman
of TDA is exceptionally higher than other schemes
because G-1 nodes attain high priorities for rautin
other nodes’ traffic. The performance of Algorittin
(small load first) is also consistently better tHBSP
and SSP algorithms.

Figures 9, 10 and 11 present the throughput ofde no
located roughly in the center of the network farkli
bandwidths of 50, 100 and 150 kbps respectively.
Nodes situated within a square of 300 meters by 300

graphs, X-axis represents the average of all nodes’'meters in the center of the simulation topology ever
traffic in kbps. Y-axis represents the percentage considered candidates. Again the performance of TDA

throughput (1 corresponds to 100% throughput).

Figures 3, 4, 5 present total network throughput fo
network link capacities of 50, 100 and 150 kbps
respectively. It is evident that TDA outperformd al

is better than other schemes. Performance of FSP
(smallest load first), Algorithm 2 (smallest loaigst)

and SSP are comparable: the difference in pathitHeng
between shorter and longer paths is less signififcan

a node almost uniformly distant from all gatewahsis

other schemes in terms of network throughput underoffsets the advantage that Algorithm 2 and FSP have

conditions of heavy traffic (high load, low link
capacity), moderate traffic, and low traffic (lowad,
high link capacity); establishing that it is fapsuior to
other schemes for network throughput. This is bseau

over SSP.

6.2. Robustness

TDA dynamically adjusts shortest paths and node As discussed in Sec. 4, threshold cryptographyreeke

priorities.

No other algorithm clearly dominates others in all

assume that a secret is correctly received if sairer
percentage of the shares are delivered accurétehe
we test our schemes for two different cases: aeseéxr

scenarios; however the performance of SSP algorithmcorrectly received if (a) 2 out of 4 and (b) 3 @fit4
is consistently poor at all times. Performance of shares from a node are received at the gateways.

Algorithm 2 with large load first is only margingll
better as scheduling nodes with large loads festits

in shortest paths getting loaded with a few nodes’

traffic initially. Subsequently a large number afdes
are forced to route most of their traffic along geily
longer routes due to a lot of links getting loaded
capacity early on.

However, Algorithm 2 with small load first is geady
better than the FSP algorithm under constrainekt lin
bandwidth conditions as seen in Fig. 3. With thalsm

Figures 12, 13 and 14 represent the percentage of
nodes that successfully sent t out of n (here 2064t

and 3 out 4) threshold traffic for link bandwidthper
bounds 50, 100, 150 kbps respectively. The X-axis i
the plots represents the percentage of nodes and-th
axis represents the average node load. Again it is
evident from the figures that TDA is the more rabus
scheme in both the cases.

6.3. Fairness

load first schedule, more nodes are able to sckedul Figures 15, 16 and 17 show average link utilizafmm

traffic on their paths of first-choice (links areaded
with less traffic per node initially) and shorteatps are
able to carry traffic for higher number of nodesilyoa
few nodes with heavy traffic may find links alorfeetr
shortest paths loaded to capacity later in the dadbe
Thus the number of nodes affected by link congastio
will be less. With FSP, the nodes split their fiaff
equally, thus the advantage of small load-node firs
becomes less prominent.

link capacities 50, 100 and 150 kbps respectivehe
average link utilization is substantially higher fbDA

in all three scenarios. This indicates that the TBA
able to load the links more efficiently and unifdym
than the other schemes, representative of homogeneo
traffic distribution across the network and enhance
node fairness. Since all the paths are dynamically
chosen, any unused link bandwidth may be utilized
after other links get congested.
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7. Conclusion

This paper presents a new paradigm for load baignci
in wireless mesh networks with static nodes. This i
one of the first papers to explore load balancing i
wireless mesh networks as a maximum throughput
scheduling problem. The primary contribution ofsthi
paper is a new scheme which simultaneously achieves
three goals: improved network throughput, secuaityg
resiliency, and fairness to nodes. These are iraport
and desirable characteristics of any networking
protocols. Our scheme demonstrates that by spjittin
the nodes’ traffic across multiple gateways through
intelligent traffic scheduling and node priority
assignments, it is possible to substantially imprtwe
network performance in terms of throughput, resdie
and fairness.

In this paper, we proved some basic theoreticaleiss
proposed several heuristics and verified the
performance of our schemes through extensive
simulations. The motivation for this research dsive
from the importance of designing efficient load
balancing algorithms for improving the performainde
wireless networks, and the inherent difficulty in
designing such schemes. This task becomes especiall
challenging due to the limited availability of bavidth

in the wireless domain and the fact that obtaining
maximum throughput across a network or a mesh
through optimal load balancing is a known NP-hard
problem.

IP routing involves packets between source and
destination traversing independent paths. It isy onl
natural to extend this traffic-splitting idea toeth
wireless mesh domain. Our scheme would be benkficia
for real-life community wireless networks, whichviea

a promising growth potential in the future of
commercial wireless technology.

The direction of our continuing research is to gnite
our scheme with existing wireless protocols. Thil w
enable us to study the effects of other wirelesa/onk
parameters like link unreliability and transmission
delays. Further improvement in the dynamicity o th
scheme for changing network conditions is in order.
For example, stationary wireless networks with
frequent node failures, or networks with strictly
synchronized node sleep and wakeup cycles (due to
power conservation concerns) can utilize a varant
our scheme with more dynamic route re-computations.



Our continuing research also focuses on designing a14]
similar traffic splitting scheme for wireless mesh
networks with mobile nodes. Incorporating mobility

. - 15
would require decisions to be made locally at the[ ]
nodes. Part of our research involves theoreticalyais
of the difficulty of a mobile node to establish
simultaneous multiple paths versus the benefits of[16]
establishing these paths. A scheme involving
simultaneous multiple paths for a mobile node cdndd
beneficial for node throughput if some old paths [17]
survive when the node moves.
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