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Abstract—In a Triangulation-based coverage scheme, a group and communication ranges of the MSNs. After forming such
of three mobile sensor nodes (MSN) position themselves to form g triangle for a pre-determined (constant) period of time,
an equilateral triangle for a desired period of time. Such a they will coordinate with each other, and according to the
scheme has several applications in localization, environmental . ’ .
monitoring and coordinated target tracking. In this work, we proposed MTA algorithm, move to form another friangle to
introduce an efficient mobile traversal algorithm (MTA) that ~cover another part of the field. A MSN(or MSNs) can enter
profides a triangulation-based coverage of a field that can be the sleep mode to conserve energy as the new triangle is
approximated as a rectangle. We analyze the energy consumption peing formed. The proposed algorithm enables the MSNs to
of the MTA interms of the distance and time taken to complete  inimize their (total and individual) travel distance or time

the full coverage of the field. The bounds on the minimum total . . .
and individual energy consumption per MSN is determined. A needed to provide a full coverage of the field. Note that since

prior knowledge about the energy consumption can be useful to the MSNs spent a constant amount of time performing sensing
charge the mobile seeds with the required amount needed for or sending beacon signals (depending on the application) while

the particular application. they are positioned as a triangle, the energy consumed by the
MSNSs is proportional to the total distance or time taken to
complete the traversal. Accordingly, the proposed algorithm
and its performance bound are also useful in minimizing and
A fundamental issue in sensor network is theverage bounding the energy consumption of the MSNs.
problem which addresses how well sensors observe or monitorThis paper is organized as follows. In Section I, we for-
a region. Due to the energy constraints of sensor nodes, molate the problem. The proposed mobile traversing algorithm
energy-efficient coverage scheme is viable for the lifetime @MTA) is presented in Section Ill. In Section IV, bounds on
the sensor network. Several work exists in the literature on #re total distance and time required to complete the traversal
energy-efficient coverage of a sensor field [1]-[4]. In [2]-[4]process is derived. The minimum and maximum distance
energy-efficiency is achieved through selective activation/dgavelled by any individual MSN to complete the traversal is
activation of sensor nodes with an optimum scheduling proagetermined in Section V. Section VI concludes the paper.
dure. In addition to scheduling the sensor’s sleep and awake
period, the sensing range of the sensors is also adjusted to Il. PROBLEM FORMULATION

conserve power in [1]. A reduction in the transmitted data _ _ o
achieves an energy-efficent target tracking scheme in [5]. A rectangular sensor field of lengthand widthWis divided

In most of the prior works, the sensor nodes are stationafyi© smaller equilateral triangles of sides wherer is the

which restricts the application of such schemes. We belie{@io range of the MSNs and < L, W as shown in Fig. 1.

a mobile triangulation-based coverage scheme, in additi_gne stati_onary sensors in each triangular region reside at the
to monitoring a region, can support various others applichltersection of the radio ra_m;(;&g;‘ all three ';AVENS' The total
tions like localization, search operation and coordinated tarditmber of such triangles i==— — 1) x ([=51), where
tracking. For instance, in localization, angular positions c{rz(Lri“') -1) and([%l) are the number of triangles per row
bearing of the MSNs are used to determine the location ahd column respectively and derived as the ratio of the area
the sensed nodes [6], [7]. In target tracking [8], MSNs mowaf a rectangular row or column to the area of a triangle. The
in a triangular formation to maintain coordination amongdditional coverage 0f.5r on either side of the rectangle
themselves. ensures that the SSNs at the boundary fall within the radio
In this work, we propose a mobile traversal algorithmange of all the MSNs. Finally, the extra triangle produced due
(MTA) that employs three MSNs, equipped with locatiorio the extension of the row needs to be discarded. In order to
devices such as GPS, to cover a field that can be approximatehtify a triangluar region, an indexX(Y) for X=0...X,,42
by a rectangle. The MSNs can be deployed at a random initédd Y= 0..Y,,,.s, iS assigned to a triangle wher¥,, ., and
position in the field, and with the knowledge of their current,.. represent the maximum row and column index and have
location with respect to the field to be covered, they wiWaIues[%l -1 and@—2 respectively. Additonally, the
form an equilateral triangle near the deployment site. Eashape of a triangle is identified Bgrmation F,, or F; where,
side of the triangle is assumed to beunits, wherer is an F} has a vertex pointed upwards afg is a mirror image of
application dependant parameter, often limited by the sensifg (Fig. 1).

I. INTRODUCTION
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Fig. 2. Traversal between formations

Fig. 1. Segmentation of the field into equilateral triangles

movement fromF; to Fy or an upward movement fromy

. . ., to Fy (Fig. 2(a)(ii)) requires only one of the MSNs to travel

thizhe;rfrn?slaatfnfgﬁ)ﬁs Clggfrzg?ar?;%?rl]e?]i\tlivael Ct?i;i'dli;e'lndistance ofrv/3. On the other hand, such moves can be
pap ' 9 mpleted in timer if two of the MSNs move in parallel

placement of three MSNs, how to derive a mobile travers : . . ..
. o i . ong the sides of the triangle (Fig. 2(b)(ii)). However, a
algorithm (MTA) that minimizes the total distance and t'm.%owr?ward movement fromnF, ?o F(1 (?:ig.(sz(:\ L))(iii)) or an

e o B e S peg P11 MOVernt O o F, reqire o o he WSNs
each I\/]SN To ensure fairness, no single MSN should trav%l each move a distance of/3 in para!lgl o cover a new
a significar;tly more distance cc;mpare 1 the others t?langular region. In.such a case, the minimum tlme needed to
’ complete the move isy/3. After every two consecutive moves
across a column, each MSN has travelled exactly a distance of
rv/3. The rotation among themselves for moves across a row
Starting at any initial index, the mobile traversing algorithnrand a column prevent excessive burden on any single MSN.
(MTA) splits the sensor field horizontally into two sub- At the completion of the first block, the MSNs enter the
rectangles, termed as thepblock and thebottomblock. We second block and traverse it in a similar manner. The stop or
assume that the starting index (X,Y) of the MSNs is knowend point of traversal for the MSNs in a block is determined
as it can be computed with respect to the coordinates of #hem the number of rows and traversal direction in the block.
rectangular field since the MSNs are assumed to be locatidn-a block of even rows, based on its initial traversal direction,
aware themselves. The MSNs may enter the top block and vigit MSNs either stop at the right or the left index horizontally
all the triangles in the block before moving to the bottom blockdjacent to its starting point in the block. On the other hand,
and the vice versa. For an initial placement (X,Y) of the MSN# a block of odd rows, an initial traversal towards the right or
the split can yieldCase (i)a top block of(0,0), (X,Y,..;) left leads the MSNs to stop at either the first or the last column
and a bottom block of X + 1,0), (Xinqz, Yimaez) OF Case (ii) of the starting row respectively. Fig.3 illustrates the proposed
a top block of (0,0), (X — 1,Y,,4,;) and a bottom block of MTA for a starting index of (3,4) with an initial movement
(X,0), (Xomaz, Ymaz). A single block is possible if X is either towards the left and the top block is traversed fitst and S,
0or X,az- represent the starting points ai and E5 the end-points of
Within a block, the MSNs initially move either towards thehe top and the bottom block respectively).
left or the right until an edge is reached. A row can be traversed

I11. M OBILE TRAVERSING ALGORITHM

two ways such that, either the distance or the time required R e e e e S
to complete a move is minimized. The minimum distance ARV VAR VAV VAR VE :
travelled by the MSNs to move between formatiafis and ANV AAVAVAVAVAVAVEE
Fy and the vice versa along a row is a diagonal move of 2 NGNS NCANC NSNS =
distancer/3 by one of the MSNs as shown in Fig. 2(a)(i). In 5

such a move, only the required MSN needs to move while the
other two remain stationary. The MSN that makes the move is
selected through collaboration between the MSNs. The MSNs
select the one that has not participated in the last two moves
and whose movement will produce a new triangular formation
towards the desired traversal direction. On the other hand, to AN
minimize the time required to complete a move across a row,
two of the MSNs can simultaneously move in timealong F9- 3 An illustration of the MAT algorithm
the sides of the triangle to complete the move (Fig. 2(b)(i)). In
both cases, the stationary MSNs (or MSN) can enter the sleep
mode for the duration of the transition phase (proportionalto == . L
eitherv/3 or r) between formations to conserve energy. A Minimizing Revisits

At the edge, the MSNs move up or down along the edgeln some cases, a triangle may be visited by the MSNs
until they reach either the first or the last row. The MSNr more than once, resulting in “revisits” which translate to
then traverse a row at a time until the end-point of the bloaverhead in terms of additional travel distance and time by
is reached. For movements along a column, a downwatte MSNs. While revisits cannot be eliminated due to random
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initial deployment position (e.g., when the number of rows
and columns are both odd, and either X or Y but not both—
are odd), the proposed MTA aims to reduce the additioné'l\' NN
overhead. This subsection discusses our strategy to redéige \/~\/ N/ N/ :
the overhead. Note that, owing to the fact that some vertica\' N /\ “N
movement e.g., those shown in Fig. 2(a) and (b)(iii), result in () Correct selection (i) Incorrect selection
more overhead than horizontal movement, it is not necessarily'™ " Ve Plock

true that in case of inevitable revisits, minimizing the number
of revisits will always minimize the overhead. For this reason =

we consider below only row-wise movements described earliéw """ NN !
in this section, and aim to reduce the number of revisits,” \ / \ / \#/n\s/

0O 1 2 3 4 5 6 7 8 0O 1 2 3 4 5 6 7 8

N 0 NSNS

instead of considering more elaborate approaches that may_ "\ / ="\ /\v 3
reduce the revisits by using more vertical movement. NN\ ) i f AN AN AN AN,
Upon deployment, the MSNs determine the initial traversal™ ) correct seloction (ii) Incorrect selection

direction and block based on the starting index. The initiah) mitial traversal direction
traversal direction or block is determined accordingXg,,..

and governs the number of triangles re-visited by the MS
If X,..c IS 0dd then both the blocks will constitute an even

,\fsig. 4. Selection of the initial traversal block and direction

' , the distance travelled per move
to traverse the bottom block first then both the blocks Wouk(ile shown in Fig. 2(a)). On the other hand, in the calculation of

constitute of an odd number of rows. In a block of even "OWHha total time ¢, andC; have values r, the minimum time to
none of the triangles are revisited irrespective of the i”iti%mplete a m’ove across a row (Fig 2’(b)(i)) Howevér.can
traversal direction because the MSNs leave and re-enter Hb‘?/e values r angh/3. Cs is r for downward moves frorﬁ,l to

starting row from opposite ends as depicted in Fig. 3. quo and upward moves from, to F, (Fig. 2(b)(ii)) and isrv/3

top block will constitute of an even number of rows and bﬁ)r other vertical moves (Fig. 2(b)(iii)). We term the moves

traversed first if the starting row index X is odd (since indexing, v former and the latter cases A5, and N, moves
. . 2011 cola
starts with 0) whereas, the bottom block is of even rows andsiectively. Therefore, the traversal cost across the columns
initially traversed if X is even. Fig. 4(a)(ii) illustrates that any,; ihe total distance and time are/3(N,or, + 2Neo,) and
incorrect selection of the initial traversal direction can causey .. + /3N, respectively. For the to'EaI distanzcbf z
coly cola . colo

almost half of the triangles in a row to be revisited (R denotes o pled because each of the two MSNs travel a distance of

revisits). _ _ /3 to complete the move. In the following subsections, we
On the other hand, iX,,,,, IS even then one of the b|°CdeeriveN

will always constitute of an odd number of rows regardless rowrNeot 8N Nrey.
of which block is traversed first. In a block of odd rows,
the MSNs leave and re-enter the starting row from the safle
end causing possible revisits of triangles. Therefore, if the Nrow IS cOmputed as the sum of moves across the rows.
MSNss initially move towards the outermost column nearer tbhe total number of rows is(,,.. + 1 since indexing starts
its starting column index in the block, then the number of sustith 0. The number of moves across the first and the last
revisits will be minimized. In Fig. 4(b)(i,ii), the correct initial oW is Y;,.q., the number of triangles per row minus the one
traversal direction reduces the number of revisited triangl&#®m where the move has started in the row. However, for
by almost half. Note that the correct selection of the initidhe rows in betweeny’,,,. — 1 moves are made across a row
traversal direction or block ensures that both the blocks @ice the outermost index has already been traversed by the
not constitute an odd number of rows. MSNs while reaching the first or the last row. Thug,,,, is
computed according to equation 2.

Computation ofV,.,,,

IV. DETERMINING THE TOTAL DISTANCE AND TIME

The cost function(,,;, for the minimum total distance and Nrow = 2Ymaz + (Xmaz = 1)(Ymaz — 1) (2)
time taken by the MSNs to provide a full coverage of the
field is presented in equation Cy,; is the sum of the cost of B. Computation ofV,,,

traversing the rows and columns and possible revisits. In MTA, the MSNs can change rows at the two outermost
columns on either sides of the rectangular field. An exception
Chot = C1Nyow + CoNoo + CaNN, 1) may only occur when the MSNs switch blocks. In a block,

the moves across the columns can be determined from the
In equation 1,N,,, and N, represent the total numberchecking indexesA checking index (Cl) is an index such as
of moves across the rows and columns respectively,fénd (X;,Y;) from where the traversal across a column starts. The
accounts for the number of possible revisited triangles acrdssmation I or I at a Cl can determine the number of such
a row. Additionally,C;, Cs andC5 are the cost co-efficients. moves. In a block, the Cl are the pair of indexes diagonally



opposite to each other and are chosen according to the iniadjacent column (note the index horizontally adjacent to FCI
traversal direction and position of the block. Assumifg has the formation opposite to FCI). Therefore, the MSNs must
to be the starting traversal row in a block, the pair of Gbnly change formation (to the formation at FCI) at alternate
for the top block can be eithefX;,0) and (0,Y..) or rows. If FCI has formationF, and the top block is being
(Xs, Yimaz) @nd (0,0) for an initial traversal towards the lefttraversed themV.,;, corresponds td 3 |. On the other hand,
or right respectively. On the other hand, in the bottom blocK,the bottom block is being traversed, thé&n,;, corresponds
(Xs,0) and (Xomaz: Yimaz) OF (Xs, Yinas) and (Xomqz, 0) are  to [ Xmee=%| The opposite holds if FCI has formatidf .
the pair of CI for an initial traversal towards the left or righ©On the contrary, in a block of odd rows, the MSNs re-enter the
respectively.X, corresponds tdX if the block is the first one starting row through the column adjacent to FCI. In such case,
traversed otherwise, it iX —1 or X + 1 for the top or bottom MSNs move from the formation at FCI to its complement at
block respectively. the adjacent column. Thus, if FCI has formatibfnthen N,
In a block, the formations at the pair of Cl can be deteand N,,;, correspond td 3| and | *=w=X | for the top and
mined from the formation at the starting indéX,Y;) of bottom block respectively.
the block. (X, 0) has the same formation &X,Y;) if the 2) Number of moves from SCAs mentioned previously,
MSNs require an even number of row-wise moves to reatie formation at SCI can determine the number of moves
the first column. Otherwise, it has the formation opposite ttong the outermost column visited by the MSNs as they
(X5, Ys). Similar terms apply td X, Y;,....) when the MSNs traverse back towards the starting row of the block. In this
traverse towards the last column of the rectangular field. Thase, the traversal across the column starts from either the
formations at the other four pairs of Cl can be determinditst or the last row of the block. Thus, a total 6£] or
with respect to the first two(0,0) and (0, Y,.,) have the [Wl moves are possible. Like the moves across the
same formation agX, 0) and (X, Y;,...) respectively, if the column adjacent to FCIN,,, and N.,, can be similarly
MSNSs, starting at rowX,, can reach the first row with ancomputed according to the size and position of the traversed
even number of column-wise moves. Under similar terms, tiock and the formation at SCI.
formations at X ,.qz, Yimaz) @nd(X ez, 0) can be determined  The computation ofN,,;, and N, under the different
when the MSNs traverse towards the last row of the block. WWaversal scenarios is presented in Procedure 1. In Procedure
term (X,,0) or (X, Yi,4.) a@s the first checking index (FCI) 1, X, and X,, represent the starting row index for the top
and the other as the second checking index (SCI) of a blognd bottom block respectively. If the top block is traversed
1) Number of moves from FCItn a block, the traversal first then X, corresponds to X and, is X+1. Otherwise,
across the column starts at the FCI. From FCI, the MSN§,, and X, correspond to X and( — 1 respectively.
move either upward or downward (across either the first or
last column) until either the first or the last row is reached. I&. Computation ofV,,,
the top block, a total ofX such moves are made to reach the ] ) ) ) o
first row of the block. Whereas,,,.. — X moves are needed As explained in section IlI-A, in order to minimize the
to reach the last row in the bottom block. As illustrated iumber of revisited triangles in a block of odd rows, the MSNs
Fig.2(a,b)(iii), every two consecutive moves across a colun‘\‘?\'t'a_"y traverse towards the outermost cqump closgr to its
accounts for aV,.;, and aN,.;, move. Therefore, if an even starting md_ex. Thus, for the s'_cartlng column ind®&x in a
number of moves are made from FCI th¥p,;, and N, will block, N,.., is computed according to quanon 3. The revisits
each be responsible for eithérorw moves depending along the .outerm.ost two columns are ignored as they have
on the traversal block. Otherwise, based on the formation ls§en considered itVeo;.
FCI and the traversal direction across the column, eiifigy,
or N, Will have an additional move. If FCI has formatidfy Nyep = Minimum(Yy —1,Ypmeo — Vs — 1) (3)
and the MSNs move upward, thé#,,;, will have [%1 moves, ‘ ) - )
compare to th¢§J moves made by,,;,. The contrary holds
if the formation at FCI isF;. For a downward move from
FCI, the computation is reversed with the number of movesIn the derivation of the boundsy,.,,, remains constant for
for Neoi, and Ny, to be [Xmae=X] or | Xmar=X | both the lower and upper bounds since a move across a row
As the MSNs traverse back towards the starting row inia completed within a contant time or travelling distance. On
block (from either the first or last row), they change rowthe other handV,., is 0 for the lower bound and an upper
alternatingly atCase(i)the column farthest from FCI (i.e. thebound is attained by settirlg; in equation 3 to’% to attain
other outermost column) an@ase(ii) the column adjacent an upper bound o@ -1
to FCI. The moves along the former and latter cases can bdn order to derive the bounds aN.,;, we first determine
determined from the formation at SCI and FCI respectively. the total number of moves across the columns. If the top block
the latter case, the traversal across the column starts from ighénitially traversed thenv,,; for the first and second block
second outermost row and the total number of such movesai® [3] + 5] + [4] + [ 3] or 2X and [Xmee 217 4
either | & | or | X=ee=X | If the traversed block has an even Xmee—X=1 | 4 [XmaeX=1] 4| Xumax XL | o1 2( X0, —
number of rows then the MSNs re-enter the starting row frotki — 1) respectively. Otherwisey,,; for the first and second
the column not adjacent to FCI. This implies that the MSNs ddock is2(X,,..—X) and2(X —1) respectively. In either case,
not move from the formation at FCI to its complement at thiacluding the transition move between blocks, the summation

D. Bounds for the total distance and time




Procedure 1 Computation ofN.,;

if FCI == F, then
if TopBlock is Even and BottomBlock is Even then
Neoty — X, + | T2 |
NCOl2 — \_XQSIJ + Xmaz - X52
else if TopBlock is Even and BottomBlock is Odd
then
Neot, — X5, +2( R SZJ
Nooi, — LXﬂJ + (M}

3r2\f(|'
/3
Tf([f\%] — 4) to provide a triangulation-based coverage of
the field.

Theorem 2: In a rectangular field of length L and width W,
tiled into equilateral triangles of sides r, three MSNs require
a maximum total travelling distance @f/3L( %1 + 4+
Y3 (5 5[ 2721-6) or a total time ofr ([ 272](2F —5) —1)+ L+

“f( [ 1 2) to provide a triangulation-based coverage of

T

1 —2) or a total time ofr([f—\%](% +hH+1+

else if TopBlock is Odd and BottomBlock is Even the f'eld
then The bounds are verified by simulation as follows. In a
Neoty < | 511 + | ez Xmao=Xs, | sensor fi_el_d_ of dim_ens_ioﬁOOO x 2000 an.d r set to 50, 100
Noop — 2Lg(*lj +Xma$ _ X, random initial starting index and formation of the MSNs are
else ’ 2 : chosen. For each starting index, the actual total distance and

time are calculated according to equation 1 and the bounds
are determined according to the above theorems. The results
are presented in Fig. 5 and Fig. 6 to justify the tightness of
the computed bound. In the following section, the individual
traversal distance of a MSN is computed from the tight bounds
on the total distance.

if TopBlock is Even and BottomBlock is Even then
Ncoh — \_XQHJ + Xnum: - X52
D A e
else if TopBlock is Even and BottomBlock is Odd
then
Noo, LXSlJ + (M}

Ncol2 — XSl + 2|_ Xomaz = SzJ 840000
else if TopBlock is Odd and BottomBlock is Even achbperbound ——
h lower bound —*—
then X 835000 |-
Ncoh 51J +Xmar 7X52 %
Xs Xmaz—Xs 2
Negiy = [531] | KmeeXon £ ewoo
if SCI == F, then N N %
Ncol1 «— Neol;, + [%ﬁbzw g 825000
X o
Ncol2 — IVeoly + [Tl] E
else 820000
Ncol1 colq + [}2 ]
NCOl2 coly + |_ e QQ—‘ 815000 0 éo 4‘0 (;0 éo 100
Runs

Fig. 5. The total distance travelled

of N, for both the blocks i2X,,,. — 1. A lower bound
on N, is attained whenV,,, is minimized andN.,;, is
maximized. N.,;, is maximized if the moves from SCI and
the column adjacent to FCI in both the blocks a&fg;, moves.
Then, including the transition move between blocks,,;, is
(S + [ 5] + [Fmar=X] + [ Xmae=X | O X,,,4,. I the top
block is initially traversed then the minimut.,;, move from
the FClis| 3 | 4 | XmesX=L1 | If X and X, are odd, then
Neoi, has |ts minimum value of -t 4 Xmae—X=2 or Xmac=3
In such caseN,,;, will have one extra move in each bIock
than N, for a total of Xm;“ moves in the two blocks. A
similar bound is achieved if the bottom block is traversed first.

484000 upper bound —+—
actual distance —e—
lower bound —*—

482000

480000 k.

478000 |-

476000

Total time required

474000

472000

Therefore,N.;, and N,,;, have a lower bound of=g==3 470000 5 20 w % 200
. uns
and an upper bound gF=sztL respectively.

Fig. 6. The total dist t lled
By SUDSHitUtingV, o, Neos @andN,..,, in equation 1 with the ' e total distance travelle

above bounds, we obtain a lower and an upper bound on the
total distance and time. In the following theorens,, ., and
Yo are replaced byf—\%] —1and M — 2 respectively,
to obtain the bounds interms of the dimension of the sensor
field and r. In this section, we determine the minimum and maximum
Theorem 1: In a rectangular field of length L and widthdistance travelled by a MSN to complete the traversal process.
W, tiled into equilateral triangles of sides r, three MSNSince a constant time is spent as a trianglular formation, the
require a minimum total travelling distance WHQW] + energy dissipated by an MSN is proportional to the distance it

V. DETERMINING THE BOUNDS ON INDIVIDUAL
TRAVERSAL DISTANCE



travels. In the following subsections, we determine the best@qually among the MSNsﬁ(% per MSN) whereas, a single
most faircase and the worst deast fair case of movements MSN may be responsible for alt,,,,.. moves in the least fair

by the MSNs across the rows and the columns. In the mastse. From FCI, a lower bound is achieved when the number
fair case, the difference in the distance travelled by any tvaé N.,;, moves per block is one more tha¥.,, (section
MSNs is the minimum. The contrary holds for the least faivV-D). In the most fair case, two different MSNs make the

case. extra move in each block such that, each account for a total
of £mez=1 moves. The third MSN, in this case, is responsible
A. Moves across the rows for Xmaz=3 moves. However, in the least fair case, one of the

The traversal pattern of the three MSNE/{,M, and Ms) MSNs makes the additional move in both the blocks for a total

. A ' of Xmaz+l moves. In comparison, the other two MSNs make
for moves across a row is presented in Fig. 7(a). According (ﬁpmazjs moves each. To summari’ze under the most fair case
the pattern, only six configuration€’'§,-C F5) can represent 2 ‘ ' '

the possible positioning of the MSNs after a move. Also noﬂ@'o of the MSNs make one extra move than the third whereas,

that, each MSN has moved once in every three consecuﬂ'il/t mrgtl\f/ N:r?":lh mlay ctofmiE)Ieta’ma_f_thQ moriqmﬁ;/efntganm;hﬁ ¢
moves. Thus, fairness is achieveable if the number of mov2g &f tWo € least lair case. 1hus, the um number o
ves made by a MSN to complete the traversal across the

across a row is a factor of 3. In other cases, unfairness res@l}) mns isXme=3 (in the least fair case

in one or two of the MSNs to make an extra move than the = . o )

third one. SinceX,,,, — 1 inner rows are present (equation AN upper bound oV, is possible if the moves from SCI
2), in the most fair case, each of the MSNs is responsitf@d the column adjacent to FCI are bath,, moves. In the
for a total of exactly(X,n., — 1)(¥=2=1) moves across all most fair case, a different MSN participates in all the moves
the inner rows. However, the extra move per outermost rd@ the two blocks and a different pair must traverse each
requires one of the MSNs to make two more moves than tRglUmn of & block. Then, the difference in number of moves
other two for a total of2(“=2==1 1 1) moves. The other two Detween any two MSN istmez In contrast, the least fair case

make 2ze==1) moves. Therefore, under the most fair caséS POssible if the same pair of MSNs make &}, moves.

one of the MSNs makes only two extra moves than the otH%P upper hound fFOm FCl is achieved If the number]\iifolz
moves per block is one more tha¥.,;,. Then, in the most

two. . . .
fair case, two different pairs of MSNs can make the extra
Mg M M move in each block. This allows two of the MSNs to each
make% moves whereas, the third one (that participated
MO M. M,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, M, S in both the extra moves) account fér=e=tl moves. In the
v ‘”¢ i ¢<‘”2~‘”3> least fair case, the same pair of MSNs may make additional

M, N My My My My My My M M, M i
S N (T A " moves in both the blocks for a total gf=2=*1 moves. The
O Q ® © O ) 9
My, M My M,
)

/i
third MSN, in this case, make&=4:=3 moves. To summarize,
M- M- ] M, M, M ] M. . .
v Mo M AR . 2 under the most fair case, two of the MSNs are responsible
(a) Across the row (b) Across the column X X _x .
for =mez + 2 and =me== 4 2 more moves than the third
Fig. 7. Traversal patterns of the MSNs one whereas, the number of such additional move for each is
Xz +2 in the least fair case. Then, the maximum number of

On the other hand, in the least fair case (assuming tAoves required by any MSN to complete the traversal across
number of moves across an inner row not be a factor of 3ye columns X, + Xmaatl or 3Xmaatl moves in the
each MSN makes a total of atledsf, .. —1)(¥=2=2) moves least fair case.
and two of them are required to make an extra move per row.

For the outermost rows, an additional move per row allows
each to participate in exactl%yg)ﬂ moves. Therefore, in the
least fair case, two of the MSNs each maXg,,, — 1 more C. Determining the Bounds
moves than the third one. For the moves across the rows, the
least fair case examplifies the minimum and maximum numberln order to complete the bound on the maximum individual
of moves made by any single MSN. traversal distance, the least fair case for the upper bound on
N,.., is considered. In such case, two of the MSNs make an
B. Moves across the columns extra move across the row for a total%ﬁ% moves. We derive
the theorem for the bounds on individual traversal distance as

The traversal pattern of the MSNs in Fi_g. 7(*_3) SUYGESIRe sum of the minimum and maximum distance traversed by
that the MSNs toggle between only two configurations as th(g1

%3/ MSN across the rows, columns and due to revisits.
move across the column. Furthermore, each MSN completes a 3| lar field of lenath L and width
move in every two consecutive moves across a column. Since ‘eorem 5. In a rectang_u ar fieid o _engt - and wi ¢
a lower and an upper bound is possible 1y, the fairness W, tiled into equilateral tr.|a.ngles of sides r, .'t takgs any
degree in each is examined separately. A lower boun&/gn of the ttheMe/ MSN\S/ga r;]&r/nmum total ”a"e”'”g distance
is achieved when a single MSN (i.éV.,;, moves) makes of zﬁLfm1 - 7(3(75] + 4) and a maximum of
Xmaz moves from SCI and the column adjacent to FCI igv3L([272] + 5) + Y3 (5[ 2.1 _6) to provide a complete

) = , /3
both the blocks. In the most fair case, the moves are dividedverage of the field. ’




VI. CONCLUSION

We have presented a mobile traversal algorithm for a
triangulation-based coverage of a field. MTA has two dis-
tinctive advantages. First, starting at a random initial starting
index, MTA minimizes the total traversing distance or time
required by three MSNs to cover the field. Second, the bounds
on the total and individual traversing distance and time can be
computeda priori with respect to the number and dimension of
possible triangular formations. Furthermore, in MTA, a MSN
(or MSNSs) enter the sleep mode during the transition phase
between formations to conserve energy. Due to the limited
number of MSNs, MTA incurs variable latency in coverage
of each region of the field. However, sub-sectioning the field
into smaller regions and deploying more MSNs would reduce
such latency.
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