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Abstract— Routing in Intermittently Connected Networks
(ICN) is a challenging problem due to the uncertainty and
time varying nature of network connectivity. In this work, we
focus on a special class of ICN formed by mobile ad hoc
users called ICMAN. We first consider a new and practical
probabilistic mobility model where the nodes move between a set
of “hubs” in a partially repetitive and nondeterministic pattern
to form the so-called “sociological orbits”. Second, to leverage
the sociological orbit based mobility pattern in routing within
ICMAN, we propose a series of multi-path Sociological Orbit
aware Location Approximation and Routing (SOLAR) protocols.
We present theoretical analysis of the mobility model and routing
algorithms under consideration, and show that the proposed
routing algorithms can outperform other conventional routing
approaches in an ICN by taking advantage of the sociological
orbit based mobility pattern.

Index Terms— Mobility framework, Routing protocols, Inter-
mittently Connected Networks, Theoretical model, Performance
analysis

I. INTRODUCTION

An Intermittently Connected Network (ICN) may be mod-
eled as a graph, where the capacities and durations of edges
between nodes are time varying due to the mobility of users.
The most important characteristic of all ICN, (also referred to
as Delay Tolerant Networks [8], Disruption Tolerant Networks,
etc.) that sets them apart from conventional mobile ad hoc
networks (MANET) is the possibility that an end-to-end path
via intermediary peers may not exist from a source to a
destination at any one point in time. This renders the traditional
MANET routing protocols useless for ICN. In this work, we
focus on Intermittently Connected Mobile Ad hoc Networks
(ICMAN), whose features include those of ICN as well as
those of MANET such as lack of infrastructure, and non-
deterministic mobility pattern of the nodes. We aim to study
practical mobility and accordingly connectivity patterns of
such ICMAN, and propose efficient routing protocols by
taking full advantage of the unique mobility patterns of the
nodes within ICMAN.

Earlier work [27] on temporally disconnected networks
proposed intelligent means of data dissemination, which led
to various other propositions based on similar concepts. More
recent research in this area of ICN [17] has considered some
algorithms based on deterministic mobility of the nodes, which
is neither applicable to MANET, nor to ICMAN.

For a conventional MANET (as opposed to intermittently
connected networks), we have proposed a novel framework
called Sociological Orbit aware Location Approximation and
Routing (SOLAR), which takes advantage of the “macro-
mobility” information obtained from the sociological move-
ment pattern of mobile users. This mobility information, also
referred to as the “mobility profile”, was extracted from our
observation that the movement of a mobile user exhibits a
partially repetitive “orbital” pattern involving a set of “hubs”.
We have already shown that SOLAR is not only general
enough to be realistic, but is also specific enough to be useful
[11], [12].

One of the main contributions of this paper is a new orbit
based probabilistic mobility model that is particularly suitable
for ICMAN. Another main contribution is the extension of
the concept of SOLAR protocol for routing in ICMAN where
a message from a source hub to a destination hub may
be delivered only if the source or some intermediate nodes
carrying the message move into the the destination hub (as
opposed to the assumption that there are sufficient number
of intermediate nodes in between the two hubs and hence
geographical forwarding can be used [11], [12]).

In particular, we consider ICMAN where each node may
have a list of hubs to visit such that the node may visit
a hub on that list with a certain probability and once in a
hub, the node may stay there for a while before moving to
another hub in the list with a certain probability. In addition,
we propose several different variations of multi-path SOLAR
protocols for ICMAN, and analyze them both theoretically
and via simulations. Amongst these variations, our proposed
Dynamic SOLAR-KSP protocol (as to be described in detail
later) caters to the semi-deterministic or pseudo-random orbit
based mobility of nodes by incorporating offline calculation
of end-to-end delivery probability with dynamic selection of
next hop. It is to be noted that such work differs from all prior
work done on deterministic mobility, from routing algorithms
based on either completely offline path calculation or com-
pletely dynamic selection of the next hop, and from purely
probabilistic routing. The readers are referred to Section VII
for a detailed comparison of our work with other related work
in this area.

To the best of our knowledge, this is the first work to exploit
the sociological “orbit” and “hub” based routing concepts
within ICMAN. We compare the performances of the different
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SOLAR protocols along with the simple and efficient approach
of Epidemic Routing [27] and show that all SOLAR protocols
outperform Epidemic Routing in terms of higher data through-
put, lower network overhead, and lesser end-to-end data delay.

The rest of the paper is outlined as follows. In Section II, we
motivate our work by discussing the sociological movement
pattern of mobile ICMAN users, and present an example for
our proposed Probabilistic Orbit model. In Section III, we
theoretically analyze the main SOLAR framework, and in Sec-
tion IV, we propose several Sociological Orbit aware Location
Approximation and Routing (SOLAR) protocols for ICMAN.
In Section V, we evaluate the performance of SOLAR through
simulations, and showcase its simplicity and superiority in
terms of higher data throughput, lower network overhead, and
lesser end-to-end data delay. In Section VI, we further analyze
the effect of cache size and cache timeout on our SOLAR
protocols. In Section VII we uphold SOLAR against other
related work and finally conclude this work in Section VIII.

II. SOCIOLOGICAL MOVEMENT PATTERN

In the real world, users routinely spend a considerable
amount of time at a few specific place(s) that we refer to as
hub(s). For example, a graduate student in school may visit and
spend some significant amount of time in his/her laboratory, a
seminar room, or the cafeteria. Although it is hard (or may be
even against privacy policies) to keep track of an individual
at all times, one can still take advantage of the fact that most
users’ movements are within and in between a list of hubs.
In these situations, it is often possible to estimate/measure
hub-visit probabilities and inter-hub movement patterns of
an individual. This information then constitutes a part of
the users’ mobility profiles. For example, even if we do not
know the exact location of the graduate student at any given
time, given his/her mobility profile we can most probably find
him/her in either the laboratory, or the seminar room, or the
cafeteria, without having to look all over the building/campus.
The more “periodic” the movement pattern is, the more we can
take advantage of the mobility profile. This orbital concept is
illustrated in Figure 1.
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Fig. 1. A hierarchical view of sociological orbits

In practice, hubs can be identified in a variety of ways. The
use of GPS service is the obvious first choice. Alternatively,
signal strengths of wireless Ethernet packets can be used for
location sensing and real-time tracking [20]. In the broader

contexts of pervasive/ubiquitous computing [1], and Ambient
Intelligence (AmI) [24], localization in a cosmopolitan area
will be even more readily available. As part of our ongoing
work we are in the process of analyzing real time experimental
data on user mobility and network usage patterns to validate
the existence of hubs and mobility profiles.

A. An Example Probabilistic Orbit Model

To illustrate the concept of the sociological orbital move-
ment, we first construct a simple yet practical orbital model
called the Probabilistic Orbit, which is different from our
earlier proposed Random Orbit model [12] in ways that are
explained in the following description. The Probabilistic Orbit
model allows for the creation of a certain number of hubs
within the simulation terrain for all the nodes, as specified
by the parameter Number of Hubs. These hubs are located at
random places within the terrain. However, unlike in Random
Orbit, in Probabilistic Orbit hubs are not allowed to overlap
with each other (in accordance with the disconnected nature of
an ICMAN). Each node can visit a subset of randomly chosen
hubs, forming its hub list, following a specified transition
probability matrix creating a Probabilistic Orbit. The list of
hubs a node visits is bounded by Hub List Size, and the
time it spends in each hub is an exponential random variable
with mean specified by Hub Stay Time (unlike the uniformly
distributed hub stay time in Random Orbit). Together, these
two parameters define an Inter-Hub Orbit (IHO). Probabilistic
Orbit further differs from Random Orbit in that Probabilistic
Orbit assumes the hub list assigned to each node to stay
constant for the entire duration of the simulation.

The mobility pattern of individual nodes shall comprise of
two parts: movement inside a hub, and movement in between
hubs. For convenience, the movement inside each hub, which
shall also be referred to as the Intra-Hub Movement (IHM),
was chosen to follow a modified Random Waypoint mobility
model, whose speed range is denoted by Intra-Hub Speed
(with a non-zero minimum as suggested by [30]), and whose
pause time is denoted by Intra-Hub Pause. For movement in
between hubs, we define a Point-to-Point Linear (P2P Linear)
model. In this model, when a node wants to leave one hub for
another, it first randomly selects a point within the destination
hub. Second, it chooses a transition time that is exponentially
distributed with mean Inter-Hub Transition Time. Third, it
moves towards the destination point linearly from its current
position with the velocity obtained by dividing the total travel
distance by the total travel time. However, unlike in Random
Orbit, nodes in Probabilistic Orbit are assumed in most cases
to not communicate with any other node while it is traveling
from one hub to another. Note that for each of the two
parts, any known practical mobility models satisfying similar
properties as above, may be chosen.

Figure 2 illustrates the Probabilistic Orbit model. Note that,
this example Probabilistic Orbit model does not simply
integrate two common mobility models (Random Waypoint,
and P2P Linear), but most importantly also introduces the
practical orbital movement amongst hubs. Such a model
is suitable for modeling wireless devices carried by users
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working in an office building, attending a convention, or
around a campus, which may constitute the ICMAN. As
users move around, devices either automatically, or with
the user’s permission/assistance may record the hubs visited,
along with the frequency of visits to each of those hubs,
and share the hub-based orbital mobility profile with trusted
“acquaintances”. Such mobility profile can then help improve
routing as described in Section IV.
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Hub 5

Orbit 1: Hubs 1,2,3
Orbit 2: Hubs 3,4,5IHM (Random Waypoint)

Inter−Hub (P2P Linear)

Hub 4

Fig. 2. The Probabilistic Orbit Model

III. THEORETICAL ANALYSIS OF SOLAR FRAMEWORK

Before we describe the proposed SOLAR protocols, we
shall motivate our work on a node’s hub list and its associated
transition probability matrix by studying its advantage in rout-
ing through an analytical model. To facilitate our discussion,
we shall define a couple of terms:

1) contact probability: The probability of two nodes ever
coming within each other’s radio range (in contact)
during the entire simulation.

2) delivery probability: The probability of a source deliv-
ering a packet to a destination via all possible paths
of intermediary nodes that come “in contact” with their
predecessors and successors in their respective paths.

We now discuss our model for computing this contact prob-
ability and present the complexity analysis of computing the
delivery probability.

A. Analytical Model for Contact Probabilities

Consider a node X whose set of hubs is S . Assume X’s
staying time at a hub h ∈ S is exponentially distributed with
parameter λX

h . After staying at h, X moves to another hub
h′ ∈ S with probability βX

hh′ > 0. Obviously,
∑

h′ 6=h

βX
hh′ = 1, ∀h ∈ S.

In our model, the time it takes for X to move from h to
h′ is also exponentially distributed with parameter λX

hh′ . This
movement pattern can be modeled with a continuous time
Markov chain (CTMC) {Xt}t≥0 where - abusing notation -
Xt is the hub that X is in at time t. The state space of this
process is

IX = S ∪ {(h, h′) | h, h′ ∈ S, h 6= h′},

where the state (h, h′) represents X being on the move from
hub h to hub h′. The transitional probability pX

ij of the
corresponding jump chain can then be computed as

pX
ij =





βX
hh′ i = h and j = (h, h′)

1 i = (h, h′) and j = h′

0 otherwise,

where i, j ∈ IX and h, h′ ∈ S, h 6= h′. The states in
this CTMC when node X moves from hub h to hub h′ are
illustrated in Figure 3.
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Fig. 3. States of Markov Chain for movements between hubs h and h′

Suppose we have all these CTMC modeling the movements
of nodes within their respective hub lists. Consider two nodes
X and Y whose hub sets are S and T respectively. Assume
R = S ∩ T 6= ∅. We would like to calculate the probability
that X meets Y at some particular time t in the future with t
sufficiently large (i.e., at equilibrium), and also the probability
that X meets Y at a particular hub h ∈ R at time t.

Let IX and IY be the state spaces of the CTMCs capturing
the movements of X and Y , respectively. In order to track the
relative positions of X and Y together, define a continuous-
time, discrete space stochastic process {Zt}t≥0 defined as
follows.

Zt = (Xt, Yt), t ≥ 0.

Hence, the state space of {Zt}t≥0 is I = IX × IY . Note
that, this stochastic process is like a Cartesian product of the
other two chains. It is not difficult to show that {Zt}t≥0 is
also a CTMC, as outlined below. To characterize this process,
we need to compute the holding time distribution of any state
(i, i′) ∈ IX × IY , and the jumping probability from (i1, i′1) to
(i2, i′2).

Obviously, the holding time of (i, i′) is the minimum
holding times of X at i and Y at i′. Hence, the holding time
at (i, i′) for Zt is exponentially distributed with parameter

µXY
(i,i′) = λX

i + λY
i′ .

Moreover, with probability λX
i /µXY

(i,i′) the holding time of X
at i is smaller than the holding time of Y at i′. Consequently,
the jumping probability from (i, i′) to (j, i′) is

pXY
(i,i′),(j,i′) =

λX
i

µXY
(i,i′)

· pX
ij ,
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and the jumping probability from (i, i′) to (i, j′) is

pXY
(i,i′),(i,j′) =

λY
i′

µXY
(i,i′)

pY
i′j′ .

Now that we have the holding times distributions and the
jumping probabilities, we can compute the generator matrix
QXY =

(
qXY
(i,i′),(j,j′)

)
for this chain:

QXY
(i,i′),(j,j′) =





µXY
(i,i′)p

XY
(i,i′),(j,i′) i 6= j & i′ = j′

µXY
(i,i′)p

XY
(i,i′),(i,j′) i′ 6= j′ & i = j

0 i 6= i′ & j 6= j′

−∑
k∈IX ,k′∈IY

QXY
(i,i′),(k,k′) (i, i′) = (j, j′)

The generator matrix in turn helps us solve for the steady
state probabilities. It is easy to see that the product chain
is finite, irreducible and positive recurrent. Hence, the chain
converges to equilibrium. Let πXY denote the steady state
probability distribution. Then, we can solve for πXY by
solving the system

πXY QXY = 0,
∑

i∈IX ,i′∈IY

πXY
(i,i′) = 1.

We are interested in the probability that the product chain is
in states (h, h) where h ∈ R, i.e. the values of πXY

hh for all
h ∈ R. This is precisely the probability that X meets Y in
h at equilibrium. Finally, the probability that X meets Y at
equilibrium is the sum of πXY

hh over all h ∈ R.
Suppose X holds a packet it would like to transmit to a

downstream neighbor towards a destination. It cannot hold the
packet forever due to limited buffer size (and possibly delay
requirements). Some routing strategy may require X to try its
best to deliver the packet to (some of) the best neighbor(s)
within a pre-defined time interval T . Consequently, given a
time interval T and given that X is in some hub h ∈ R,
we are also interested in the probability that Y will be in h
within T . Computing this probability is the same as computing
the densities of the hitting times of the CTMC corresponding
to Y (probability that Y hits h given some initial distribu-
tion). There is no known general formulae. Computationally
however, there are methods to compute these densities using
Laplace transforms [16] for larger chains or uniformization [5]
for smaller chains.

B. Complexity of Computing the Delivery Probability

The common objective of various routing algorithms we
propose in this paper is to maximize the delivery probabil-
ity from a source s to a destination d subject to various
constraints. This objective is the most reasonable due to the
uncertainty and time varying nature of our ICMAN network
connectivity. The constraints restricting our routing choices
include buffer sizes, network overheads, end-to-end delay, data
throughput, etc.

Let G be a complete directed graph whose nodes represent
the mobile nodes in the ICN under consideration. Fix a source
s and a destination d. Let A denote a routing algorithm which
aims to maximize the delivery probability from s to d subject

to some constraints. The routing algorithm A forces packets
to be delivered through a subset of edges of G.

Let G(A) denote the subgraph of G induced by A, i.e. (u, v)
is an edge of G(A) if there is a possibility that u delivers a
packet to v under A. For instance, if A is a naive broadcast
strategy where each node delivers a packet it receives to all
nodes it meets within a time interval T , then (u, v) is an edge
of G(A) if the probability that u meets v within T is positive.
We will refer to G(A) as the delivery subgraph associated
with A.

More often than not, to each edge of G(A) = (V,E)
there associates an existence probability (the probability that
the edge exists). For example, a sensible routing strategy is
as follows. Given a fixed positive integer k, each node u
in the network chooses at most k “down-stream” neighbors
v1, . . . , vl (l ≤ k), i.e. (u, vi) ∈ E, ∀i = 1, . . . , l. The
routing strategy is to start transmission from s, and every node
receiving a new packet forwards the packet to all available
neighbors among the k chosen ones.

Here, “availability” may mean availability within some
specific time interval T , or availability without time limit.
Whatever notion of “availability” we choose, there is a prob-
ability pe for each edge e to exist. For instance, if the routing
strategy specifies T , then the probabilities pe can be obtained
by computing the hitting times densities as discussed earlier.

The overall objective function is the delivery probability,
which is a function of G(A) along with the existence probabil-
ities pe of the edges of G(A). For the k-downstream neighbor
example, the delivery probability is then the probability that s
is connected to d in G(A). Let p(G,A) denote this probability.
The objective is to find an A that maximizes p(G,A).

Unfortunately, computing the connectedness probability in
a random graph is very hard (even for graphs with bounded
degree like in our case). There is a vast literature on this
problem. Chapter 7 of [6] contains a partial set of references.
Basically, this probability has very sharp threshold, and thus
it is unlikely that it is a simple function [19]1. In essence, the
optimization problem may not even be in NPO.

Given this negative result, one can envision two general
approaches:

• Find another function p′(G,A) which approximates
p(G,A), yet p′(G,A) is computable in polynomial time;
then, find A that maximizes p′(G,A). This approach shall
be a major future research topic for us. For the present,
we do not know of any good strategy to estimate p(G,A)
which is polynomial-time computable for general A.

• Find a routing strategy A for which p(G,A) can reason-
ably be computed or estimated. This is the approach we
take for the rest of this paper. We will propose several
heuristics to maximize the delivery probability and com-
pare them with related existing routing algorithms. These
heuristics will be presented in the next section.

1We thank Prof. Van H. Vu for communicating this result to us.
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C. Approximation Algorithm for Delivery Probability

In the light of the discussion in the previous section, we
propose an approximation algorithm for computing the de-
livery probability from source s to destination d in a network
that is modeled as mentioned before: a directed graph G =
(V, E), where edge e exists between two nodes u and v
with probability pe(u, v) = contact probability of u and v,
as shown in Figure 4(a). First, we construct another graph
Gk = (V, Ek) from the graph G by having each node (starting
from s onwards) choose at most k edges to downstream
neighbors, and deleting all other edges not chosen, as shown
in Figure 4(b). Second, we modify the weight of each edge in
Gk to be we = −1 ∗ log(pe(u, v)) for all nodes u and v, and
call this new graph as G′k. Third, we construct a shortest path
tree Gsp = (V,Esp) from G′k as shown in Figure 4(c), and
assign a level number to each node in a breadth first manner.
Fourth, we replace the weight of each edge we in Gsp with
pe(u, v), as in the original graph G. Finally, we add special
edges (dotted edges in Figure 4(d)) between any node v and
destination d in graph Gsp that were connected by an edge
e ∈ E in the original graph G, to get our delivery subgraph
G′ = (V, E′).

Let P d(u, v) denote the delivery probability of node u to
node v. We apply our Algorithm 1 to this graph G′ starting
with any node u 6= d with maximum assigned level number,
to obtain the delivery probability P d(s, d) of the source s to
the destination d. For each chosen node u, we consider all
outgoing edges from u to nodes v1, v2, ...vk say, and get a list
of probabilities p1, p2, ...pk, where pi = we(u, vi) ∗P d(vi, d).
Then, we can compute the delivery probability from u to d as

P d(u, d) = 1−Πk
1(1− pi)

This process is repeated with decreasing level numbers till
node s is reached, and the required probability P d(s, d) is
computed.

The optimal approach for computing the delivery probability
from a source s to a destination d would include the following
steps:

1) Calculate all possible paths from s to d
2) Apply Algorithm 2 to compute the delivery probability

by rules of inclusion and exclusion
We are currently in the process of simulating the two ap-
proaches: approximation algorithm, and the optimal algorithm,
to evaluate the approximation ratio of our suggested approxi-
mation algorithm.

IV. THE SOLAR PROTOCOLS

In a conventional MANET (as opposed to intermittently
connected networks), Sociological Orbit aware Location Ap-
proximation and Routing (SOLAR) framework uses a concept
of “acquaintance” similar to that in our work in Acquaintance
Based Soft Location Management (ABSoLoM) protocol [10],
as well as to some degree the concept of peer collaboration
(among ‘acquaintances’) in [3]. For a detailed description of
SOLAR and its application towards MANET the readers are

Algorithm 1 : Approximation of Delivery Probability
1: Input ← G = (V, E), s, d
2: P d(d, d) ← 1
3: L ← maximum assigned level number
4: while L ≥ 1 do
5: for all u ∈ V, u 6= d with assigned level number L do
6: i ← 1
7: for all outgoing edge e ∈ E from u do
8: v ← head of edge e
9: p ← weight of edge e * P d(v, d)

10: P [i] ← p
11: i ← i + 1
12: end for
13: p1 ← 1
14: for j ← 1 to (i− 1) do
15: p2 ← 1− P [j]
16: p1 ← p1 ∗ p2
17: end for
18: P d(u, d) ← 1− p1
19: if u = s then
20: print P d(s, d)
21: exit
22: end if
23: end for
24: L ← L− 1
25: end while

Algorithm 2 : Optimal computation of Delivery Probability
1: Input ← All paths PATH1, PATH2, ... from s to d
2: m ← total number of paths
3: P d(s, d) ← 0
4: for n ← 1 to m do
5: coefficient ← (−1)n−1

6: for start ← 1 to m do
7: All edges are un-marked
8: for path-index ← start to (start+n−1) modulo n do
9: Mark all edges in path PATHpath−index

10: end for
11: term ← product of all probabilities of marked edges
12: P d(s, d) ← P d(s, d)+ (coefficient*term)
13: if n = m then
14: break
15: end if
16: end for
17: end for
18: print P d(s, d)
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Fig. 4. Steps in preparing a network graph for the application of Approximation Algorithm 1

referred to our prior work in [11], [12]. In an ICMAN however,
we apply the concepts of “contact probability” and “delivery
probability” in proposing a series of multi-path protocols to
address the inherent network differences between a MANET
and an ICMAN.

A. Static SOLAR-KSP Algorithm

In this version of SOLAR, we assume that each node knows
of every other node’s hub list and its associated transition
probability matrix. Also, as the simulation proceeds we assume
nodes to be able to communicate with other nodes within radio
range even while traveling from one hub to another. Under this
assumption, each node distributively does the following: First,
every node computes the contact probability with every other
node, taking into consideration the communication of nodes
within hubs only. Second, every node computes the delivery
probability to all other nodes. As mentioned in Section III-
A, the method for obtaining the contact probability of two
nodes within a specified time interval T is computationally
expensive. Thus, for the sake of simplicity we estimated the
contact probability in our simulation from the actual observed
mobility patterns of every pairs of nodes for the duration of the
entire simulation. However, it should be noted that in the real
world the computation of this contact probability as suggested
by our analytical model in Section III-A would need to be done
only once at start (and may change only rarely), and hence
is practical. For computing the delivery subgraph associated
with this SOLAR protocol we use the Dijkstra’s Shortest Path
algorithm [9], and then compute the delivery probability as
described next.

Hub list information of all nodes can be formally repre-
sented as a weighted graph G = (V, E), where V is the set
of all the nodes, and E is the set of weighted edges between
every pair of nodes that have at least one hub in common. Let
P (u, v) be the contact probability of nodes u and v. Then the
weight of edge (u, v) is given by:

w(u, v) = log (1/P (u, v)) .

In this weighted graph, each node applies a variation of the
Dijkstra’s Shortest Path algorithm to find k shortest paths
(KSP) to every other destination, such that:

1) a path with the minimum total weight is chosen first
2) each path has a different next hop node from source.

Note that due to condition 2, a node may have less than k
shortest paths. In any case, a node orders the k paths for each
destination in descending order of delivery probability.

Once these KSPs are constructed, a node only needs to
maintain the next hops for each of the paths (maximum of k
entries per destination nodes). When the source has a packet
to send to the destination, it first checks if the destination
is within radio range, in which case the packet is directly
delivered. Else, it caches a copy of the packet for a pre-
determined time interval T , during which it may adopt one
of the following “forwarding schemes”:

1) send-to-all: send copies of the packet to all the next hops
on the k-best paths that come within radio range

2) send-to-best: send a copy of the packet to the next hop
node on the best path only, if it comes within radio range

3) send-to-any: send a copy of the packet to any of the
next hop nodes on the k-best paths that come within
radio range

After the time interval T , the packet is purged from the cache.
Each node in the path repeats this same process as that packet
gets forwarded towards the destination.

Short Analysis of the Forwarding Schemes: In the inter-
est of analyzing the relative performance of the send-to-
best forwarding scheme to that of the send-to-all forwarding
scheme, we consider a simple example network (Figure 5(a))
where the height (h) of the shortest path between the source
(s) and the destination (d) is 2. Let us assume that all nodes
(except d) have an incoming degree of 1 and an outgoing
degree (k) of 2. Let P be the contact probability for all
pairs of nodes. Let us consider all paths from s to d that
have a maximum length of h + 1 (since paths longer than
that have negligible delivery probabilities in our simulation
environment). The ratio (R) of the delivery probabilities (P d)
of the two schemes can then be written as

R =
P d

best

P d
all

=
P 2

2P (P 2 + P − P 3)− P 2(P 2 + P − P 3)2

or,R =
1

2(P + 1− P 2)− (P 2 + P − P 3)2

By neglecting the higher order term in the denominator, we
have

R =
1

2(P + 1− P 2)

The denominator will be maximum for P = 0.5, giving the
worst case ratio of P d

best to P d
all as 0.4. If we extend the graph

to have k = 2, h = 3 (Figure 5(b)) and still consider all paths
with maximum lengths of h + 1, we can get the simplified
ratio

R =
P

4(P 2 + P − P 3)
=

1
4(P + 1− P 2)
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If we always ignore all higher degree terms in the denominator
in each calculation that are less than 0 (this makes the
denominator larger and we get a lower bound), we can get
the general form of this ratio as

R =
P

kh−1(1− (1− P )(1− P 2)k−1)

From the term kh−1 in the denominator we can observe that R
will decrease exponentially as h increases, and it will decrease
polynomially as k increases.

s
P P

P P P P

PP

h = 2

d

(a) k = 2, h = 2

d

h = 3

s

(b) k = 2, h = 3

Fig. 5. Examples for analysis of forwarding schemes in Static SOLAR-KSP

Performance of Static SOLAR-KSP: To evaluate the ef-
fect of different k values on SOLAR-KSP under each of
the 3 schemes: send-to-all, send-to-best, and send-to-any,
we simulated our protocol in the GloMoSim [31] simulator
using the default parameter values as shown in Table I. We
compare the metrics data throughput, network byte overhead,
and average end-to-end data delay, all of which are defined
in more detail in Section V. For the sake of our following
discussion, let us define Nksp

next for each node i to be the set
of nodes (maximum of k) that form the next hops on each of
the KSPs emanating from node i to a given destination node.

In the results shown in Figure 6 we see that send-to-best is
independent of the values of k since it only sends data along
the best path. Whereas, for the other two schemes: send-to-
any and send-to-all, a value of k = 1 makes them similar to
send-to-best. Hence, we only show protocol results for k from
2 to 4 and results for send-to-best represent the performance
of all 3 schemes for k = 1.

In Figure 6(a) we see that send-to-all has the highest
throughput, but it also has the highest overhead as seen in
Figure 6(b). This is understandable as send-to-all uses all of
the KSPs computed at start of simulation. More specifically,
for larger values of k the overhead of send-to-all is seen
to grow significantly due to the exponential increase in the
number of packets forwarded at each intermediate node.
Overall, we get the optimum results (high throughput, but low
overhead) for send-to-all with k = 2. On the other hand, the
throughput for send-to-any is seen to decrease with increasing
values of k. This is because as k increases, the cardinality of
Nksp

next increases, and as send-to-any chooses the first available
node in Nksp

next, the difference in the delivery probability of
that chosen node to that of the best choice within Nksp

next may
increase. Scheme send-to-best has the lowest overhead as it
waits for the best choice in Nksp

next, and consequently has the

highest dropping rate (i.e., lowest throughput) when that best
choice is not available within a specified time interval T .

In Figure 6(c), we see that for each of the 3 schemes, the
end-to-end data delay is proportional to the data throughput
as seen in Figure 6(a), with varying values of k. This is
because, data packets are sent from the source uniformly to
nodes that are both near and far, with destination nodes that are
near (shorter paths) having a higher probability of receiving a
packet correctly. Hence, larger number of packets delivered
also implies larger number of packets reaching destination
nodes further apart (over longer paths), involving higher values
of delay, which consequently increase the average end-to-end
delay.

From the results above, it is evident that in our given
scenario Static SOLAR-KSP performs the best with the send-
to-all scheme with k = 2. As such, we shall use this variation
of Static SOLAR-KSP, also referred to as S-SOLAR-KSP,
for our performance comparison in Section V with the other
SOLAR protocols, to be described next.

B. Dynamic SOLAR-KSP Algorithm

In this variation of SOLAR, each node locally computes
KSP to every other node in the network, but unlike Static
SOLAR-KSP algorithm where nodes try and forward only
to nodes within Nksp

next, a node in Dynamic SOLAR-KSP
algorithm shall forward to at most k nodes from amongst
its current neighbors with higher delivery probability to the
destination. To avoid packet duplication, when a node receives
any packet in a hub, it does not try to forward to any other
nodes in the same hub. It waits till it moves to a new hub
before repeating the forwarding process described above. Also,
nodes are assumed to not communicate with any other node
(except with the destination) when they travel from one hub
to another. Thus, Dynamic SOLAR-KSP combines static hub
based information with dynamic selection of next hop on the
path towards the destination. In our simulations, we choose the
value of k = 2 and refer to this version as D-SOLAR-KSP.

C. SOLAR-HUB Algorithm

This SOLAR variation is very unlike the other versions
discussed so far in that nodes in this protocol do not compute
KSP to every other node in an attempt to forward data
along a path of intermediary nodes to the destination. Instead,
the source node tries to forward data to its neighbors that
have a higher delivery probability to the hubs visited by the
destination (and not to the destination itself). To explain this
next hop selection process in more detail, lets define a few
terms:
• P d

nihj
: The delivery probability of node ni to hub hj .

• P t
nihj

: The probability of node ni to travel to hub hj ever
during simulation.

• h(ni): The hub that node ni is going to visit next.
• P c

nink
(hj): The probability for contact of nodes ni and

nk in hub hj ever during simulation.
• N(ni): Neighbors of node ni.
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Fig. 6. Performance of Static SOLAR-KSP with varying k

Given this, every node ni can dynamically and distributively
compute the delivery probability to every other hub hj as

P d
nihj

= max(P t
nihj

, max
k

(P c
nink

(h(ni)) ∗ P t
nkhj

))

Thus, when a node ns wants to forward a data packet to one
of the hubs hj in the destination node’s hub list, it will pick
as the next hop the node

{ni | max(P d
nihj

), ni ∈ N(ns)} iff P d
nihj

> P d
nshj

More specifically, nodes are assumed to know the next
hub they are going to visit after they move out of their
current hub (note that SOLAR-KSP versions did not make
this assumption), in addition to every other node’s hub list
probability distribution. We believe that in the real world, this
assumption may often be a realistic one, as users (nodes) move
with some purpose in mind. We study 3 different strategies for
routing under this framework:

Strategy-1: When source has data to send, it shall forward a
copy of the data packet to a maximum of k/2 neighbors with
higher probability of visiting the “most visited” hub of the
destination, and to a maximum of k/2 different neighbors with
higher probability of visiting the “second most visited” hub of
the destination. If no such neighbors exist, source caches the
packet for a specified timeout period. To avoid loops, each
downstream node that receives a packet in a particular hub,
only repeats this forwarding process when it moves into a
different hub. Once a packet reaches a node that is within either
the most or, the second most visited hub of the destination,
it is cached for a specified timeout period for the destination
node.

Strategy-2: When a source has data to send, it shall forward
a copy of the data packet to a maximum of k neighbors who
have higher probabilities to visit the “most visited” hub of
the destination when compared to all nodes (including the
source) in the neighborhood of the source. Like before, each
downstream node repeats this process upon moving into a new
hub, till the packet arrives at a node that is within the most
visited hub of the destination, where it shall stay cached for
the destination for a specified timeout period.

Strategy-3: This is a mix of the 2 strategies described
above, where the source of the data packet follows Strategy-1,
while all other downstream nodes that receive a packet follow
Strategy-2. Similar to D-SOLAR-KSP, nodes in this version
are assumed to not communicate with any other node (except
with the destination) as they travel in between hubs.

We compared all the 3 strategies via simulation studies,
and found Strategy-3 with k = 2 (referred to as SOLAR-
HUB henceforth) to perform the best. However, due to space
constraints we are not able to include these comparison results
in this paper.

V. PERFORMANCE ANALYSIS OF SOLAR PROTOCOLS

In this section, we describe the extensive simulation study
we carried out to compare the performance of the SOLAR
protocols: S-SOLAR-KSP, D-SOLAR-KSP, and SOLAR-HUB
using the GloMoSim [31] simulator. We included the Epidemic
Routing protocol [27] (referred to as EPIDEMIC in this paper)
in our comparisons because of its simple yet efficient perfor-
mance in face of general intermittently connected networks.
For the simulation scenario, we considered an ICMAN built
within a corporate campus consisting of several buildings
(hubs). Corporate employees spend most of their time within
the hubs and intermittently move in between hubs. To model
realistic speeds of mobile users within such a network, we
considered the work in [18], [29] and fixed the ORBIT Inter-
Hub and Intra-Hub time/speed parameters, along with the
other simulation parameters as shown in Table I. We chose
three metrics to evaluate the performance of each protocol as
described below:

Data Throughput: This metric is defined as the ratio of
the total number of data packets received correctly by all
destinations, to the total number of data packets generated by
all sources, for the entire duration of the simulation.

Network Byte Overhead: This metric is defined as the ratio
of the amount of control and data information (measured in
bytes) that got transmitted from a node to its neighbor, to the
total amount of data information (measured in bytes) that was
received correctly, for the entire duration of the simulation.
In the SOLAR variations, the control packets consist of only
Hello packets, whereas in Epidemic Routing, the control
overhead is due to the exchange of Hello and Summary Vector
messages.

Average End-to-End Data Delay: The end-to-end data de-
lay is defined as the time interval (measured in seconds)
between the generation of a data packet at the source and
its reception at the destination. This value is averaged over
all packets correctly received at the destination to give the
average.

In what follows, we will examine how the total number
of hubs, and the total number of nodes affect the protocol
performance. To this end, we vary one of these two factors
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TABLE I
SIMULATION PARAMETERS

GENERAL PARAMETERS
Simulation Duration (each run) 3000s Terrain Size 1000m x 1000m
Number of Nodes (Users) Vary, (Default= 100) Radio Range 125m
Cache Size Vary, (Default= 200 Packets) Cache Timeout Vary, (Default= 400s)
MAC Protocol IEEE 802.11 Mobility Model Probabilistic Orbit (RW + P2P)
ORBIT PARAMETERS
Number of Hubs Vary, (Default= 15) Hub Size 50m x 50m
Hub Stay Time Exponential (Mean= 50s) Hub List Timeout None
Hub List Size 2 to Number of Hubs Inter-Hub Transition Time Exponential (Mean= 40s)
Intra-Hub Pause 1s Intra-Hub Speed 1m/s-10m/s
TRAFFIC PARAMETERS
CBR connections 30 (120 packets each) Random Data Payload 1460 bytes per packet

while fixing all other parameters to their default values. Each
plot point in the results is averaged over 6 different simulation
runs with varying random seeds.

A. Variation in Number of Hubs

The number of hubs in the terrain affects protocol perfor-
mance due to its direct impact on the expected node density
within hubs (given a fixed number of nodes), and the hub list
sizes of each node.

Data Throughput: As seen in Figure 7(a), the data through-
put of SOLAR-HUB is the most consistent with a varying
number of hubs. This is attributed to the assumption that each
node knows of the next hub it is going to visit, which aids
in the next hop selection process. In the case of the KSP
based SOLAR protocols: D-SOLAR-KSP and S-SOLAR-KSP,
increasing number of hubs decreases the node density within
hubs and reduces the likelihood of finding suitable next hops
with higher delivery probability to the destination. Amongst
the two however, nodes in D-SOLAR-KSP have more freedom
of choice in selecting the next hop, and can make best use
of whichever nodes are available within radio range. Thus,
the throughput of D-SOLAR-KSP is comparable to that of
SOLAR-HUB. In S-SOLAR-KSP however, since nodes only
forward to other nodes within their Nksp

next set, decreasing
node densities significantly decrease the probability of finding
such nodes in the same hub within a specified time, thereby
adversely affecting their throughput with increasing number
of hubs. Similarly in EPIDEMIC, since the only way of
data dissemination is via data exchange amongst neighbors,
decreasing node densities within hubs causes the throughput
to decrease. Moreover, since in our Probabilistic Orbit model,
hubs do not overlap, nodes in EPIDEMIC cannot communicate
with other nodes in other hubs, as they are far apart.

Network Byte Overhead: From Figure 7(b), we note that
the network byte overhead incurred by SOLAR-HUB is the
highest and it keeps increasing with increasing number of
hubs. This is easy to understand since in SOLAR-HUB nodes
try and forward a copy of a packet whenever they enter a
new hub. Thus, as the number of hubs increases, the hub list
size of each node grows and more packets get forwarded in

the network. In D-SOLAR-KSP, the overhead is seen to be
less than SOLAR-HUB primarily due to the reason that in D-
SOLAR-KSP, it is possible for two nodes to forward different
copies of the same packet for a specific destination to the
same neighbor in a hub, with highest delivery probability to
the destination. In this scenario, that neighbor will drop one
of the packets and only forward one copy onward, reducing
the total number of packet transmissions in the network. In
SOLAR-HUB however, since packets are forwarded to the
“most visited” and “second most visited” hubs of a destination,
such dropping of duplicate packets at intermediate nodes are
less frequent. S-SOLAR-KSP is more or less consistent with
varying number of hubs since it only tries to forward to nodes
within Nksp

next, which is independent of the hub list size of
nodes. However, with large number of hubs, the probability
of meeting with favorable neighbors reduce considerably,
reducing the the total data packets forwarded, which in turn
lowers the overhead. The overhead in EPIDEMIC could not
be included in this same graph as we found it to be an order of
100 more than any of the SOLAR protocols. In EPIDEMIC, a
pair of nodes exchange data whenever they have space in their
buffer and each has some data packet that the other does not.
Thus, the number of data exchanges are enormous, leading to
such high overhead.

Average End-to-End Data Delay: As seen in Figure 7(c), the
end-to-end data delay in S-SOLAR-KSP is not much affected
by the number of hubs. This is due to the fact that nodes in
S-SOLAR-KSP only use the pre-computed KSPs that do not
depend on the number of hubs. In D-SOLAR-KSP however,
the dynamic and greedy next hop selection favors the end-
to-end data delay when there are only a small number of
hubs by making sure that the packet never waits for any
particular neighbor to appear. However, when the number of
hubs grow larger, such a greedy selection may cause the packet
to reach the destination via a longer path (when compared to
S-SOLAR-KSP), or may suffer delays at some intermediate
node in the dynamically formed path, leading to higher end-
to-end delay. In SOLAR-HUB, longer hub lists may cause
the destination to visit the “most visited hub” less frequently,
leading to higher delays. EPIDEMIC displays the highest end-
to-end delay since it only relies on eventual dissemination of
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the data packet to the destination, which may take a long time
when number of hubs are large and nodes meet in hubs less
frequently.

B. Variation in Number of Nodes

In this section, we study the effect of varying the number
of nodes in the network on the performance of the protocols.
Given a fixed terrain size and radio transmission range, the to-
tal number of nodes directly impact the network connectivity.

Data Throughput: From Figure 8(a), it is clear that as the
number of nodes increases, all protocols benefit, for their
own respective reasons. With a fixed number of hubs, an
increase in the number of nodes also increases the node
density within hubs, which as noted in the discussions in
Section V-A positively affect all protocol performance. The
relative performance amongst the protocols are similar to that
seen in Figure 7(a) with SOLAR-HUB and D-SOLAR-KSP
performing much better than S-SOLAR-KSP and EPIDEMIC.
Since nodes in S-SOLAR-KSP only wait for k of its neighbors
in Nksp

next to come within radio range, it cannot fully leverage
the increase in the number of nodes. On the contrary, higher
node density provides the greedy approach in D-SOLAR-KSP
with more choices of next hop, leading to better performance
than S-SOLAR-KSP. In EPIDEMIC, larger number of nodes
will cause a larger number of data exchanges. Given a fixed
cache size this can lead to eventual dropping of packets,
limiting the throughput to a low value with increasing number
of nodes.

Network Byte Overhead: The relative performance of the
overhead of all the protocols shown in Figure 8(b) is also
similar to that seen in Figure 7(b), and much for the same
reasons. With an increased node density within hubs, nodes
in SOLAR-HUB almost always find k neighbors to forward
to, leading to an increased overhead. D-SOLAR-KSP displays
lower overhead than SOLAR-HUB for reasons discussed for
Network Byte Overhead in Section V-A. S-SOLAR-KSP has
the lowest overhead since it only forwards to at most k pre-
selected nodes, that may or may not appear within radio
range in a specified timeout period. EPIDEMIC once again
was omitted from this graph due to its much larger values of
overhead.

Average End-to-End Data Delay: The end-to-end delay for
all protocols decrease on an average with a larger number of
nodes, as seen in Figure 8(c). Although, EPIDEMIC protocol
eventually delivers data, due to its lack of direction (toward the
destination node or hub) it suffers high end-to-end delay. S-
SOLAR-KSP shows consistent performance by only selecting
nodes from Nksp

next, which is still bounded by k, and thus
independent of the total number of nodes. On the other
hand, increasing node density within hubs appear to cause
significant improvements in the end-to-end delay for nodes in
both SOLAR-HUB and D-SOLAR-KSP, as nodes find larger
number of suitable nodes to efficiently forward their data
packets.

We also studied the effect of varying hub sizes while
keeping the radio range a constant, but found similar relative
results for each hub size considered. Due to space constraints
we are unable to include those results in this paper. However, it
is evident from the above performance comparison that all the
SOLAR variations perform much better than the conventional
approach of Epidemic Routing, without having to compromise
on any of data throughput, network overhead or end-to-end
data delay.

VI. EFFECT OF CACHE SIZE AND CACHE TIMEOUT

We further study the effect of two vital routing parameters
on our SOLAR protocols. First is the maximum number of
packets that a node can hold on to simultaneously, both for
itself and for other nodes, referred to as the Cache Size. Second
is the maximum time for which any packet is cached within a
node, referred to as the Cache Timeout. All other simulation
parameters have the default values mentioned in Table I.

Cache Size: In this scenario, the Cache Timeout was set to
the simulation time to effectively have no timeout, while the
Cache Size was varied. As seen in Figure 9(a), the performance
of all our SOLAR protocols improve with increasing cache
size. With sufficient amount of storage space in all nodes,
we see that both D-SOLAR-KSP and SOLAR-HUB are able
to attain 100% throughput via their dynamic selection of
next hop from amongst the available neighbors. Although,
the throughput in S-SOLAR-KSP increases with larger cache
sizes, it is still shy of 100% indicating some packet loss.
This is easy to understand given the fact that in S-SOLAR-
KSP, nodes wait and forward only to nodes in their Nksp

next

set. In most cases, the contact probability p of a node with
those nodes in Nksp

next within the simulation time period is
less than 1. Thus, with probability 1 − p packets will be
dropped at a node when none of the expected nodes come
within radio range, preventing the throughput from reaching
100%. It is obvious that given infinite time, S-SOLAR-KSP
will be able to forward all packets eventually. This is the
same reason why in Figure 9(c) we find the average end-
to-end delay in the dynamic SOLAR protocols: D-SOLAR-
KSP and SOLAR-HUB, to be far less than that in S-SOLAR-
KSP, which waits to forward only to specific nodes. Also,
as mentioned earlier in our performance analysis of Static
SOLAR-KSP in Section IV-A, nodes uniformly send data to
other nodes over both short and long paths, with the shorter
paths having more probability of success. Hence, an increase
in the throughput (with increasing cache size) also indicates
more data delivered over longer paths, which in turn leads to
an increase in the average end-to-end data delay for S-SOLAR-
KSP, as seen in Figure 9(c).

As the cache size increases, each node can store more
packets and can in turn forward more packets, leading to
increased overhead as shown in Figure 9(b). Since, nodes in S-
SOLAR-KSP wait to forward to specific nodes, the number of
transmissions is lower for small cache sizes, leading to lower
overhead than the other two SOLAR protocols. However, as
the cache size increases to hold more packets, S-SOLAR-KSP
may have multiple transmissions of the same packet within
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Fig. 7. Protocol Performance vs. Number of Hubs
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Fig. 8. Protocol Performance vs. Number of Nodes

the same hub, unlike in D-SOLAR-KSP and SOLAR-HUB,
where nodes forward packets only when they move into a new
hub. This explains the sudden rise of overhead in S-SOLAR-
KSP with increasing cache size. However, this increase levels
off beyond a certain point when the probability of finding a
node within Nksp

next provides an upper bound to the number of
transmissions in a hub, making it independent of the cache
size.

Cache Timeout: In this scenario, the Cache Size was set
to 650 packets, while the Cache Timeout was varied. As
seen in Figure 10(a), even with a moderate cache timeout
D-SOLAR-KSP and SOLAR-HUB perform well with around
80% throughput. This is because both these protocols keep
selecting their next hops from the available set of neighbors,
unlike S-SOLAR-KSP, which has to wait for specific nodes in
Nksp

next, and consequently has a much lower throughput with
a low cache timeout value. However, with increasing cache
timeout, the probability of nodes in S-SOLAR-KSP to find
nodes in Nksp

next within that timeout period increases, thereby
increasing the throughput significantly. The corresponding
average end-to-end data delay incurred by the protocols also
show proportional results in Figure 10(c), with higher average
delay for higher throughput. The reason is similar to that de-
scribed before, where more packets getting delivered indicate
greater number of packets being delivered over longer paths
(and hence with longer delay), which increase the average end-
to-end delay. More specifically, for nodes in S-SOLAR-KSP
this effect of increase in cache timeout is more significant since
each node waits for that time period to try and forward packets.
Just as this improves the probability of finding expected
nodes, thereby increasing the throughput as seen before, it
also increases the average end-to-end delay by an appreciable

amount.
The relative overhead performances of the 3 protocols in

Figure 10(b) is seen to be similar to that shown in Figure 9(b),
and for similar reasons. SOLAR-HUB has more number
of transmissions at the intermediate nodes than D-SOLAR-
KSP due to reasons discussed for Network Byte Overhead in
Section V-B. The overhead in S-SOLAR-KSP however, shows
less drastic changes with varying cache timeout than that seen
for varying cache size in Figure 9(b). This is because the
lowest cache timeout we considered (200 seconds) was more
than the average hub stay time (exponentially distributed with
mean of 50 seconds), giving every node a fair opportunity to
meet with nodes in their Nksp

next. Overall, given more time every
protocol has a higher probability of meeting suitable nodes for
forwarding packets, thereby displaying a general increase in
network overhead with increasing cache timeout.

VII. OTHER RELATED WORK

Routing in an ICN has received significant interest from the
research community recently. Several routing-related issues in
ICN were addressed in [17], which focused mainly on net-
works with known connectivity patterns, such as satellites with
fixed paths, or busses with fixed routes. The authors developed
several algorithms to analyze the knowledge to performance
relationship in different protocols and demonstrated that their
algorithms performed better with more network knowledge.
However, for the availability of such global knowledge they
assumed the presence of certain “knowledge oracles” that may
not be applicable to most mobile ad hoc networks, where
users’ mobility follow much less predictable schedules.

Routing issues were also addressed in general intermittently
connected networks in [27], where the authors proposed the
Epidemic Routing protocol that relies on data buffering and
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Fig. 9. SOLAR Performance vs. Cache Size
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Fig. 10. SOLAR Performance vs. Cache Timeout

node mobility to spread messages in the network. The so-
called “summary vectors” were used for nodes to selectively
exchange data packets, in order to limit the number of data
transmissions. Similar work ( [4], [13]) on data dissemination
was also done for sensor and ad hoc networks.

The concept of Epidemic Routing was extended upon by the
authors in [22], where they proposed a probabilistic routing
scheme whereby each node maintains the so-called “delivery
predictability” to each known destination, and uses this metric
to make routing decisions. However, their delivery predictabil-
ity may decay with time, unlike our contact probability that
remains constant throughout the entire simulation by virtue
of the hub based mobility profile of nodes extracted from
the underlying orbital mobility. In [23], the authors proposed
a context-aware adaptive routing algorithm that takes into
account the suitability of a node for carrying a message based
on context information of the node at multiple dimensions.
More recently, the authors in [21] suggested an algorithm that
relies on vehicles to act as mobile routers, which connect
disconnected sensor networks to a known destination.

Node mobility was shown to affect routing protocol per-
formance in [2]. The work in [14] exploited node mobility
in MANET as a type of multi-user diversity, and showed
that node mobility may actually help increase the theoretical
capacity of a MANET. In addition, research has also been done
( [25], [26], [28]) on MANET to take advantage of mobility
information obtained via continuous location tracking and
“micro-level” mobility prediction. However, such methods and
solutions are not applicable to ICMAN due to its inherent in-
termittent connectivity. Note that our orbital movement pattern
differs from such existing mobility patterns in that it neither
models the motion of the users at a micro-level (i.e., on small
time scales or within small distances), nor simply predicts
user locations via historical/statistical tracking information (

[25], [26], [28]). It also differs from the deterministic mobility
patterns assumed within ICN, where either exact locations of
a node can be predicted with an appropriate “oracle”, or no
location information is available.

The authors in [15] and [32] respectively studied the effects
of controlled message flooding and controlled mobility in large
scale ICN. Along the same lines of informed message passing
that exploits the mobility information of network users to
some extent, the authors in [7] proposed the introduction of
autonomous agents that can adapt their motion within the
network using multi-objective control methods to increase
network efficiency. Although, the introduction of such agents
with controlled/programmable motion simplifies the problem
of routing, the ready availability/deployment of such agents
within an ICN may not be too practical. To the best of our
knowledge, our work is the first to explore the implication
of the macro-level partially deterministic sociological orbits
involving a list of hubs and its application to location approx-
imation and routing in ICMAN, despite its practicality.

As part of our ongoing research, we are in the process of
analyzing real time experimental data for user mobility and
user network access patterns to establish the existence of hubs
and orbits to validate our initial claim. Along with that, we are
working on developing an efficient approximation algorithm
for computing the delivery subgraph associated with one of
our SOLAR strategies, and computing the delivery probability
from it.

VIII. CONCLUSION

Efficient location management and routing in mobile ad hoc
networks has long been a challenging problem for researchers.
Off late, the same problem is being studied under the addi-
tional constraints of network disconnections, common within
Intermittently Connected Networks (ICN). The unavailability
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of contemporaneous end-to-end path from a source to a
destination through intermediary peers renders most reactive
and proactive routing protocols useless. Although, some work
[17] has been suggested in literature that assumes deterministic
mobility, the actual motion of users in real life are not
as predictable. In the absence of any practical knowledge
oracle to provide up-to-date network connectivity information,
the routing problem remains a daunting one. To that end,
researchers in [7], [15], [32] have also proposed methods
to either exploit or influence the network mobility (e.g., by
introduction of foreign mobile agents into the ad hoc network
and controlling their motion) to improve network efficiency.
However, such methods may not be too practical (e.g., foreign
agents may not always be freely available and their ready
deployment may not always be feasible).

In this paper, our contribution is two-fold. First, we propose
our novel Probabilistic Orbit mobility model based on macro-
level sociological orbits involving a set of hubs, that is well
suited for semi-deterministic node mobility within a special
class of ICN formed of mobile ad hoc users called ICMAN.
Second, we propose a series of Sociological Orbit aware
Location Approximation and Routing (SOLAR) algorithms,
that leverage upon the underlying orbital mobility information
to efficiently route data within an ICMAN. We present strong
theoretical analysis of our SOLAR framework and support
it with extensive simulation results that decisively show that
SOLAR protocols outperform other conventional routing ap-
proaches (e.g., Epidemic Routing [27]) in an ICMAN, in
terms of higher data throughput, lower network overhead, and
lesser end-to-end data delay. We have already established the
simplicity and efficiency of using our SOLAR framework in a
Mobile Ad Hoc Network (MANET) [11], [12]. In this work,
we present equally strong results to prove that our proposed
SOLAR is as strong a candidate of choice when it comes to
meeting with the challenges of routing within an ICMAN.
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